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Abstract

Folk wisdom holds that being confused is detrimental to learning. However, research on emotions and learning suggest a somewhat more complex relationship between confusion and learning outcomes. In fact, it has been proposed that impasses that trigger states of cognitive disequilibrium and confusion can create opportunities for deep learning of conceptually difficult content. This paper discusses four computer learning environments that either naturally or artificially induce confusion in learners in order to create learning opportunities. First, an Intelligent Tutoring System called AutoTutor that engenders confusion through challenging problems and vague hints is described. The remaining three environments were specifically designed to induce confusion through a number of different interventions. These interventions include device breakdowns, contradictory information, and false feedback. The success and limitations of confusion induction and the impact of confusion resolution on learning are discussed. Potential methods to help learners productively manage their confusion instead of being hopelessly confused are also discussed.
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1. Introduction

Complex learning is an emotionally charged experience. Complex learning occurs when learners work towards comprehending difficult material, solve a difficult problem, or make a difficult decision (Chi, 1992; Chi & Ohlsson, 2005; Graesser, Ozuru, & Sullins, 2010). Throughout this process there is a natural ebb and flow between positive and negative emotions, coinciding with the struggles and successes that learners experience during effortful problem solving, reasoning, and comprehension.

In traditional learning environments, such as classrooms or human-human tutoring sessions, instructors are responsible for adapting to both the cognitive and affective states of learners as they face challenges and work to maintain motivation. This education model is gradually changing, however, as non-traditional learning environments are becoming increasingly prevalent in the 21st century. For example, Google and the Internet are replacing the library as “go to” sources for information (Anderson, 2004). Intelligent Tutoring Systems (ITSs) and other forms of computer-based training are learning resources that have become more prevalent in the 21st century (Graesser, VanLehn, Rose, Jordan, & Harter, 2001; Koedinger & Corbett, 2006; Psotka, Massey, & Mutter, 1988; VanLehn et al., 2007; Woolf, 2009). This trend of moving away from traditional learning environments has decreased the prevalence of human-human interactions during learning, which dominated the educational landscape for millennia. Despite this reduction in human-human interactions, students still experience a variety of positive and negative emotions during learning (Calvo & D’Mello, 2011; Meyer & Turner, 2006;
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Pekrun, 2010; Schutz & Pekrun, 2007). Hence, much like a gifted human mentor (Goleman, 1995; Lepper & Woolverton, 2002), it is important that these new learning technologies intelligently manage learner emotions.

Fifty years ago, researchers viewed emotion and cognition as either separate or competing processes with respect to successful decision making, problem solving, and learning (Damasio, 1994). This dichotomy between the rational and the emotional mind has been challenged by a preponderance of research that has shown that emotions and cognition are inextricably linked (Barrett, Mesquita, Ochsner, & Gross, 2007; Bower, 1981; Csikszentmihalyi, 1990; Dagleish & Power, 1999; Lazarus, 1999; Mandler, 1984; Ortony, Clore, & Collins, 1988; Scherer, Schorr, & Johnstone, 2001; Stein & Levine, 1991). Research now shows that emotions operate continually throughout cognitive processes such as memory, reasoning, problem solving, and deliberation (Mandler, 1984; Stein, Hernandez, & Trabasso, 2008). Importantly, there is considerable overlap in the neural circuitry that supports cognitive and emotional processes (Dalgleish, Dunn, & Mobbs, 2009; Immordino-Yang & Damasio, 2007; Lindquist, Wager, Kober, Bliss-Moreau, & Barrett, in press), further suggesting that cognition and emotion are two sides of the same coin (Lazarus, 2000). Although the 21st century has been ripe with theory exploring links between emotions and cognition, with the exception of test anxiety (Pekrun, Goetz, Daniels, Stupinsky, & Raymond, 2007; Zeidner, 2007), investigations into the experience and impact of emotions on learning are much more sparse and scattered. The learning of technical and conceptual subject matter is difficult and learners inevitably experience obstacles, failures, and the resultant negative emotions such as anxiety, confusion, and frustration. Positive emotions such as delight, pride, and satisfaction, are also experienced when challenges are conquered and important goals
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are achieved (Ahmed, van der Werf, Minnaert, & Kuyper, 2010; Dettmers et al., 2011; Pekrun, 2011; Smith & Kirby, 2009).

The emotions that learners experience during a broad range of educational activities are sometimes called academic emotions (Pekrun, 2010). Pekrun and colleagues have classified the academic emotions into four main categories: achievement, topic, social, and epistemic. These four categories cover the wide range of emotions that learners experience during learning activities over the course of an entire semester or year of school. Learners experience emotions with regard to (a) outcomes (achievement, e.g., contentment, anxiety, and frustration), (b) preferences for certain topics over others (topic, e.g., empathy for the protagonist in a novel), (c) interactions with peers and teachers (social, e.g., pride, shame, and jealousy), and (d) processing new information that is encountered (epistemic, e.g., surprise and confusion).

In contrast to this broad set of academic emotions, research has also focused on in-depth analyses of shorter learning sessions, lasting from 30 minutes to 1.5 hours (Arroyo, et al., 2009; Burleson & Picard, 2007; Chaffar, Derbali, & Frasson, 2009; Conati & Maclaren, 2009; D’Mello, Craig, Fike, & Graesser, 2009; Forbes-Riley & Litman, 2009; Robison, McQuiggan, & Lester, 2009). Fine-grained analyses on these shorter learning sessions indicated a different set of emotions, consisting of the academic emotions along with some other emotions. These “learning-centered” emotions include anxiety, boredom, confusion, curiosity, engagement/flow, frustration, happiness, delight, and surprise (Calvo & D’Mello, 2011; Rodrigo & Baker, 2011a). This paper focuses on these shorter learning periods and the set of learning-centered emotions.

In addition to variations in the duration of learning (e.g., semester vs. 30 minutes to 1.5 hours), the learning environment can also be varied. Research investigating the learning-centered emotions has looked at learning environments such as expert human tutoring sessions (Lehman,
Mathews, D’Mello, & Person, 2008), individual problem solving (D’Mello, Lehman, & Person, 2010), and ITSs (Baker, D’Mello, Rodrigo, & Graesser, 2010; Craig, Graesser, Sullins, & Gholson, 2004; D’Mello, Craig, Sullins, & Graesser, 2006; D’Mello & Graesser, 2011; Graesser, Chipman, King, McDaniel, & D’Mello, 2007; McQuiggan, Robison, & Lester, 2010).

Educational games have also become an effective medium for learning and are likely to bring about a variety of learner emotions. But, how do learners’ emotional experiences differ when learning from an educational game compared to an ITS? Rodrigo & Baker (2011b) investigated this question by comparing learner emotions when learning math from an ITS, Aplusix, and an educational game, Math Blaster 9-12. Experiences of confusion, frustration, and surprise did not differ between the ITS and educational game. However, learners were found to experience lower levels of boredom and delight, and higher levels of engagement/flow when interacting with the ITS compared to the educational game.

Learner emotions have also been studied in Crystal Island, an educational game that covers microbiology and genetics (McQuiggan et al., 2010). Learner self-reports showed that learning-centered emotions occurred frequently, with engagement/flow, confusion, and delight occurring most frequently. In addition, learners also reported experiencing excitement during the interaction. These findings suggest that while learning activities in general induce emotions, the learning environment can impact which emotions are experienced.

As well as identifying when an emotion occurs, it is also possible to analyze the context surrounding the emotional episode. One approach involves building computational models of learners’ emotional experiences to inform emotionally aware agents about the current state of the learner. Conati & Mclaren (2009) have constructed dynamic Bayesian networks based on the OCC model of emotions (Ortony et al., 1988), which is an appraisal theory of emotion. Their
model allows the emotionally aware agent to not only predict the emotion that the learner is expected to be experiencing, but also affords a form of causal reasoning to understand why the learner is experiencing that emotion.

Some research has also focused on correlating the emotions that arise during a learning session with learning outcomes. Boredom was found to be negatively correlated with learning outcomes, while engagement/flow was positively related to learning (Baker et al., 2010; Craig et al., 2004; D’Mello et al., 2006; D’Mello & Graesser, 2011; Graesser, Chipman et al., 2007). While the correlations involving boredom and engagement/flow are in the expected directions, perhaps the most intriguing finding is the positive correlation between confusion and learning. More specifically, confusion was significantly correlated with learning gains in three studies involving tutoring sessions with AutoTutor, an ITS with conversational dialogues (Craig et al., 2004; D’Mello & Graesser, 2011; Graesser, Chipman et al., 2007).

Confusion has also been found to be both prevalent and important to learning with ITSs (Baker et al., 2010; Craig et al., 2004; D’Mello & Graesser, 2011; Graesser, Chipman et al., 2007; Rodrigo & Baker, 2011a), and even in the absence of technology (Lehman et al., 2008; D’Mello, Lehman, & Person, 2010; VanLehn, Siler, Murray, Yamauchi, & Baggett, 2003). In one study of 50 hours of expert human tutoring, Lehman et al. (2008) found that confusion was the most frequently occurring emotion when compared to both “basic” emotions (e.g., fear, anger, sadness, disgust) (Ekman, 1973) and other learning-centered emotions. Confusion was also found to frequently occur when learners both asked and answered questions during the tutoring session (Lehman, D’Mello, & Person, 2010). Impasses, which are states that potentially trigger confusion, were found to play an important role in VanLehn et al.’s (2003) analysis of over 100 hours of human-human tutoring sessions. Their results indicated that deep learning of
Confusion and Learning 8

physics concepts rarely occurred when learners did not reach an impasse, irrespective of the quality of explanations provided by the tutor.

In summary, the apparent benefits of impasses and the resultant confusion beg the question: How can learning environments take advantage of confusion to increase student learning? The present paper addresses several aspects of this question by synthesizing one line of research that focuses on confusion. It should be emphasized that the purpose of this paper is not to conduct a full review of the literature on confusion, but rather to synthesize findings from four studies that highlight the importance of confusion during learning with technology.

The remainder of this paper is divided into four sections. First, a review of some of the theories on the emergence and resolution of confusion are presented (Section 2). Next, studies with four computer learning environments are discussed that attempt to productively confuse learners (Section 3). Third, possible interventions to help learners productively manage their confusion are discussed (Section 4). The paper concludes by discussing future research directions (Section 5).

2. Theories on the Emergence, Resolution, and Impact of Confusion

The positive relationship between confusion and learning is consistent with theories that emphasize the importance of goal appraisal as an antecedent to emotion (Stein & Levine, 1991), with theories that highlight the merits of impasses during learning (Brown & VanLehn, 1980; VanLehn et al., 2003), and with theories that claim that cognitive disequilibrium (described below) is one precursor to deep learning (Graesser, Lu, Olde, Cooper-Pye, & Whitten, 2005; Graesser & Olde, 2003). According to these theories, confusion is triggered when learners are confronted with information that is inconsistent with existing knowledge and learners are unsure
about how to proceed. These events that trigger impasses place learners in a state of cognitive
disequilibrium, which is ostensibly associated with heightened physiological arousal and more
intense thought as learners attempt to resolve impasses. Importantly, these theories posit that
confusion itself does not cause learning gains, but the cognitive activities that accompany
confusion, cognitive disequilibrium, and impasse resolution are linked to learning. These theories
are briefly described below.

When applied to learning contexts, goal-appraisal theory focuses on the importance of
learning progress in relation to learning goals when predicting the learner’s emotional state
(Scherer et al., 2001; Stein & Levine, 1991). This theory emphasizes appraisals of the relevance
of events to current goals and plan availability. During a complex learning task, learners generate
goals and sub-goals that they are motivated to achieve. For example, a learner may have the
superordinate goal of getting an A on an upcoming biology test, and might generate sub-goals to
understand cells, reproduction, ecosystems, etc. Learners will inevitably encounter events that
either facilitate or inhibit both sub- and superordinate goals when working towards achieving
their superordinate goal (e.g., getting an A).

Events that facilitate goal achievement are expected to produce positively-valenced
emotions (i.e., happiness) and inhibitory events are expected to produce negatively-valenced
emotions (i.e., frustration). The intensity of the emotional experience, though, is determined by
the degree to which an event impacts goal achievement. An event such as answering a question
correctly during a study session may bring about feelings of satisfaction or mild happiness,
whereas receiving an A on an exam would be more likely to induce a more pronounced positive
emotion such as joy.
Events that facilitate goal achievement vary substantially in intensity, but goal-blocking events vary in more intricate ways because a plan is needed when goals are blocked. When a plan is available, the goal-blocking event is likely to produce a state of mild irritation because it can be resolved by instantiating the plan. However, when a plan is not available, the obstacle is likely to evoke stronger negative emotions. Frustration is expected to occur in a situation where a learner hits an obstacle, perceives the obstacle to be highly relevant to the current goal, and perceives no available plan to continue toward the goal.

In addition to the goal-related event influencing learners’ emotional experiences, the current emotional state can also influence goal achievement. In the case of a goal-blocking event, the current emotional state can influence the ability of learners to formulate an effective plan to move past the goal-blocking event. For example, as frustration becomes more intense, learners will become less capable of discovering a new strategy to achieve their goal, in part because of the detrimental effects of negative emotions (e.g., frustration) on cognitive processes such as working memory, attention, and creativity (Clore & Huntsinger, 2007; Forgas, 1995; Isen, 2008).

Of particular relevance to the current paper are obstacles to goals that trigger impasses and confusion. An impasse may occur when there is a clash between prior knowledge and incoming information (such as a contradiction, anomaly, system breakdown, or error) and when there is uncertainty about how to proceed, thereby triggering a state of cognitive disequilibrium. Cognitive disequilibrium is a state of uncertainty that occurs when an individual is confronted with obstacles to goals, interruptions of organized action sequences, impasses, contradictions, anomalous events, dissonance, incongruities, unexpected feedback, uncertainty, deviations from norms, and novelty (Bjork & Linn, 2006; D’Mello & Graesser, in press; Festinger, 1957;
Confusion is hypothesized to be the affective component of cognitive disequilibrium.

An important hypothesis is that confusion can mediate learning activities or even cause the learner to begin effortful problem solving and careful deliberation in order to restore equilibrium. These effortful cognitive activities can result in deeper processing on the part of the learner, and thereby the impasses and confusion can lead to increased opportunities for learning to occur (Brown & VanLehn, 1980; Caroll & Kay, 1988; Graesser & Olde, 2003; Siegler & Jenkins, 1989; VanLehn et al., 2003). However, these learning opportunities do not guarantee that learners will acquire a better understanding of the topic. Impasse-driven theories of learning propose that it is the successful resolution of an impasse and not the impasse itself that is associated with learning (D’Mello & Graesser, in press; VanLehn et al., 2003).

3. Interventions to Induce Confusion

Recent research has shown that confusion is both a prevalent emotion during learning and is positively correlated with learning, particularly at deeper levels of comprehension (Baker et al., 2010; Craig et al., 2004; D’Mello & Graesser, 2011; D’Mello, Lehman, Sullins et al., 2010; Graesser, Chipman et al., 2007; Lehman et al., 2008). In addition, cognitive disequilibrium theory and impasse-driven theories of learning suggest that experiences of confusion provide opportunities for deeper learning. In this vein, three computer learning environments that were specifically designed to trigger confusion during learning have been developed. Through learner interactions with these three environments, it was possible to investigate the conditions under which confusion could be successfully induced as well as how the experiences of confusion impacted learning outcomes. First, an ITS, AutoTutor, is discussed. This learning environment
was not designed to trigger confusion, but natural experiences of confusion were found to occur during learning sessions with AutoTutor.

3.1 Learning of Computer Literacy with AutoTutor

AutoTutor. AutoTutor is an ITS with mixed-initiative dialogue that teaches learners difficult topics such as Newtonian physics, computer literacy, and critical thinking. AutoTutor’s dialogues are organized around difficult questions and problems (called main questions) that require reasoning and explanations in the answers. When presented with these questions, learners typically respond with answers that are only one word to two sentences in length. In order to guide learners in their construction of an improved answer, AutoTutor actively monitors learners’ knowledge states and engages them in a turn-based dialogue. AutoTutor adaptively manages the tutorial dialogue by providing feedback on the learner’s answers (e.g., “good job”, “not quite”), pumping the learner for more information (e.g., “What else”), giving hints (e.g., “What about X”), giving prompts (e.g., “X is a type of what “), correcting misconceptions, answering questions, and summarizing topics.

Learning gains produced by AutoTutor have ranged from 0.4-1.5 sigma (a mean of 0.8), depending on the learning measure, the comparison condition, the subject matter, and the version of AutoTutor (Kopp, Britt, Millis, & Graesser, in press; Graesser et al., 2004; VanLehn et al., 2007). A 1 sigma effect size is approximately a one letter grade increase in learning.

AutoTutor’s effectiveness stems from its dialogue management system (see Table 1 for dialogue excerpt), which is modeled after the dialogue patterns of human tutors (Graesser, Person, & Magliano, 1995). Learners engage in an interactive dialogue with an animated conversational agent utilizing speech, facial expressions, and some rudimentary gestures (see Figure 1). Each tutoring interaction begins with a difficult question that requires three to four
sentences to answer correctly (see turn 1 in Table 1 for a sample physics question). Learners generate an initial response to this difficult question (see turn 2). After assessing learners’ initial responses to the main question, AutoTutor begins a collaborative interaction with learners to target gaps in knowledge (expectations that were not covered in learners’ initial responses) and to identify and correct misconceptions (see turns 3-18). This is accomplished by comparing learners’ responses to a set of expectations and misconceptions from a curriculum script. This comparison is accomplished through matching operations based on symbolic interpretation algorithms (Rus & Graesser, 2007) and statistical semantic matching algorithms (Graesser, Penumatsa, Ventura, Cai, & Hu, 2007).

**Confusion during learning with AutoTutor.** Learner emotions during interactions with AutoTutor have been investigated in a number of studies using a variety of methods to monitor emotions (Craig et al., 2004; D’Mello et al., 2006; Graesser, Witherspoon, McDaniel, D’Mello, Chipman, & Gholson, 2006; Graesser, Chipman et al., 2007; Pour, Hussein, Al Zoubi, D’Mello, & Calvo, 2010). In these studies, learners interacted with AutoTutor for 30 minutes to 1.5 hours on various topics in computer literacy (hardware, operating system, Internet). Confusion was measured with a number of methods including online observations, emote-aloud protocols, cued-recall, and coding of video data by peers and trained judges.

Confusion was measured using three different types of judgments: self, peer, and trained judges. However, only the Graesser et al. (2006) study utilized all three types of judges. Self-judgments were completed by the learners, peer-judgments were completed by a second learner that had interacted with AutoTutor, and the trained judges were researchers that had been trained...
on the facial action coding system (FACS; Ekman & Friesen, 1978). With the exception of one study (Craig et al., 2004), confusion judgments were made retrospectively, after the interaction with AutoTutor had been completed. In Craig et al. (2004) learner emotions were judged by four trained human judges. Judges conducted online observations once every 5 minutes and noted which emotion the learner was experiencing. The retrospective affect judgment protocol (Graesser et al., 2006) involved judges (self, peer, trained) watching videos of learners’ faces and computer screens during the interaction with AutoTutor. Judges were given a list of six affective states (confusion, frustration, boredom, engagement/flow, delight, surprise) and neutral, along with definitions, to select from when making judgments. Judgments could be made spontaneously and at pre-specified points in the learning interaction. Pre-specified judgments were either specific time intervals (e.g., every 20 seconds; Graesser et al., 2006; Pour et al., 2010) or specific points in the learning interaction (e.g., after feedback, before a learner contribution; Graesser, Chipman et al., 2007).

When averaged across five studies, the following distribution of emotions has been found: confusion (17%), frustration (13%), boredom (18%), engagement/flow (24%), delight (6%), surprise (3%), and neutral (19%). Indeed, confusion is quite prevalent during interactions with AutoTutor.

Although confusion was not experimentally induced during interactions with AutoTutor, there are several aspects of AutoTutor’s pedagogical strategies that engender confusion. In particular, confusion is expected to occur due to the difficult problems or questions that AutoTutor presents to the learners. The questions required answers that involved inferences and deep reasoning, such as why, how, what-if, what if not, and how is X similar to Y? Examples of these questions are, “How can John’s computer have a virus but still boot to the point where the
operating system starts?” (hardware question) and “How will you design a network that will continue to function, even if some connections are destroyed? (Internet).”

The vagueness of AutoTutor’s hints and pumps is also expected to trigger confusion and deep thinking. These vague hints and pumps are expected to cause learners to confront potential gaps in their knowledge and to begin effortful deliberation in order to construct a better mental model of the material.

There is some evidence to support these hypotheses. D’Mello and colleagues mined AutoTutor’s log files and examined the tutorial dialogue (i.e., the context) over 15 second intervals that culminated in episodes of confusion (D’Mello et al., 2006; D’Mello, Craig, Witherspoon, McDaniel, & Graesser, 2008). An event triggering an emotional episode could either be tutor generated (i.e., boredom because the tutor is providing a long-winded explanation), learner generated (i.e., boredom because the learner has no interest in computer literacy), or a session related event (i.e., boredom because the tutorial session is dragging on). It was discovered that confusion occurred earlier in the session, within the first few attempts to answer a question, with slower and less verbose responses, with poor answers, with frozen expressions (instead of domain related contributions), when the tutor is less direct (hints and pumps), and when the tutor provides negative feedback. As a point of comparison, boredom occurred later in the session, after multiple attempts to answer a question, and when AutoTutor gives more direct dialogue moves (i.e., assertions or summaries that are more direct than pumps or hints).

In summary, over many studies, AutoTutor has been found to both promote confusion and learning in a tutoring context. Confusion generated during AutoTutor’s learning sessions has been positively correlated with learning (Craig et al., 2004; D’Mello et al., 2006; Graesser,
Chipman et al., 2007). This suggests that implementations of particular pedagogical strategies (e.g., difficult problems, hints, pumps) can induce confusion, which if productively managed, can result in improved learning.

### 3.2 Breakdown Scenarios during Device Comprehension

This set of experiments investigated the possibility of inducing confusion while learners completed a text-diagram comprehension task (D’Mello & Graesser, in review). Specifically, learners were provided with explanatory texts and diagrams of every day devices (e.g., toaster, cylinder lock, etc.), from Macauley’s (1988) *The Way Things Work*, and asked to construct a mental model of how the devices functioned.

**Participants and design.** The participants in the two experiments were undergraduate students from a large mid-South university in the United States. There were 52 participants in the first experiment and 88 participants in the second experiment. In both experiments a within-subjects design was used. Participants were presented with four devices, two devices were studied in the experimental condition and two were studied in the control condition.

**Manipulation and interaction.** In the two experiments, learners were first presented with an illustrated text of a device and instructed to comprehend how the device worked. The illustrated text (Macauley, 1988) contained an image of an everyday device along with an explanation of how the device functioned. After this initial presentation and study phase, learners were then presented with the same illustrated text along with a description of a device breakdown (breakdown trials). The breakdown described a situation in which the device had stopped functioning. The cylinder lock, for example, had the following breakdown: “A person puts the key into the lock and turns the lock but the bolt doesn’t move. Try to understand what is wrong with the cylinder lock”.
The control trials involved either re-reading the original illustrated text (Experiment 1) or focusing on a key component of the device while re-reading (Experiment 2). Learners studied four devices in each study across two breakdown trials and two control trials.

**Measuring confusion and results.** Confusion was measured through two self-report methods. For both confusion measurements, larger scores indicate greater levels of confusion. The first measurement involved coarse-grained online reports of confusion through a questionnaire. In Experiment 1, paired-samples t-tests revealed that there were no significant differences in self-reported confusion between the breakdown ($M = 3.10$, $SD = 1.51$) and control trials ($M = 2.83$, $SD = 1.39$), although the trend was in the expected direction. However, in Experiment 2 learners reported higher levels of confusion for the breakdown trials ($M = 2.77$, $SD = 1.40$) compared to the control trials ($M = 2.37$, $SD = 1.24$).

In addition to confusion, learners were also required to report their level of engagement and frustration. In both experiments, there were not significant differences between breakdown and control trials for engagement and frustration when paired-samples t-tests were conducted. The one exception was that in Experiment 1, learners reported higher levels of engagement for the breakdown trials ($M = 3.46$, $SD = 1.57$) compared to the control trials ($M = 3.10$, $SD = 1.52$).

The second, finer grained measurement of confusion involved a retrospective confusion judgment protocol (Graesser et al., 2006). These judgments occurred offline, that is, after learners studied all four devices and breakdowns. During the retrospective judgment protocol learners viewed a video of their faces along with the context of the face video (i.e., the specific illustrated text they were viewing at that time). Learners then made continuous confusion judgments on a scale of 0 to 10. These fine-grained confusion ratings also allowed for a temporal
analysis of confusion dynamics over the course of studying the devices. Analyses of the dynamics of confusion revealed two main patterns: partially-resolved and unresolved confusion.

**Measuring learning and results.** Learners completed a device comprehension test after viewing all four devices. This test assessed learners’ comprehension of the functioning of the devices as a whole. Learning outcomes were investigated with respect to confusion resolution. Impasse-driven learning theories would predict that learners that had partially-resolved confusion would perform better than the unresolved group on tests of device knowledge. The results from independent-samples *t*-tests supported this conclusion. Learners who partially-resolved their confusion performed better on the comprehension test (Experiment 1: *M* = .48, *SD* = .15; Experiment 2: *M* = .51, *SD* = .17) than those who were unsuccessful at resolving their confusion (Experiment 1: *M* = .38, *SD* = .16; Experiment 2: *M* = .43, *SD* = .16). The mean effect size was .58 across both experiments, which is consistent with a medium sized effect (Cohen, 1992).

Overall, these two experiments indicated that confusion can be induced through device breakdowns. Moreover, there were differences in device comprehension scores between learners who partially-resolved their confusion compared to their hopelessly confused counterparts. The two experiments did not include an intervention to help learners productively manage their confusion. Instead, confusion resolution was left to the learners’ own abilities. Investigations of individual differences revealed that learners with higher scholastic aptitude (measured via self-reported ACT and SAT scores) were more likely to partially-resolve their confusion and demonstrate better device comprehension than the less gifted learners.

### 3.3 Contradictory Information during the Learning of Critical Thinking Skills

Cognitive disequilibrium theory posits that contradictions are one possible trigger of confusion. This prediction was tested in an experiment that attempted to experimentally induce
Confusion via a contradictory information manipulation (Lehman et al., 2011). Contradictory information was presented by two animated pedagogical agents while discussing critical thinking and scientific reasoning topics with human learners.

**Participants and design.** The participants in this experiment were 32 undergraduate students recruited from a large mid-South university in the United States. There were four conditions in this experiment (described further below): true-true, true-false, false-true, and false-false. A within-subjects design was used and all learners completed two learning sessions on different scientific reasoning topics in each condition, for a total of eight learning sessions. Order of conditions and assignment of topic to condition was counterbalanced across learners with a Graeco Latin square.

**Manipulation and interaction.** The learning environment consisted of two animated pedagogical agents that engaged in a trialogue while discussing critical thinking and scientific reasoning topics (e.g., random assignment, experimenter bias, control groups) with the human learner. One agent served as a tutor agent, while the other agent served as a peer student agent. The two agents guided the human learners through the process of diagnosing flaws in eight hypothetical research studies.

During the trialogue, each agent delivered their respective opinions on the quality of the research study being discussed and prompted the human learners to provide their opinions. Discrepancies between the opinions presented by the agents represented the contradictory information manipulation. This contradictory information was expected to place the human learners into a state of confusion and uncertainty.

The contradictory information was presented through four experimental conditions that varied in agent agreement and information correctness. There were two conditions in which the
two agents agreed on the quality of the research study. In the true-true condition both agents presented correct information (control condition), while in the false-false condition both agents presented incorrect information. In the two remaining conditions the two agents disagreed on the quality of the research study. In the true-false condition, the tutor agent presented correct information whereas the student agent disagreed by presenting incorrect information. In contrast, it was the student agent who provided the correct information and the tutor agent who disagreed with incorrect information in the false-true condition. It should be noted that all misleading information was corrected over the course of the trialogues and learners were fully debriefed at the end of the experiment.

The excerpt in Table 2 is an example trialogue between the two agents and the human learner. This is an excerpt from the true-false condition, where the tutor agent (Dr. Williams) and the student agent (Chris) are discussing a flawed research study with the human learner (Bob).

The tutorial trialogue for each learning session progressed as follows. Learning sessions began with the student agent describing the research study. The human learners were then asked to read the study and began a trialogue with the two agents. The discussion of each study involved four trials. For example, in Table 2, dialogue turns five through eight represent one trial. Each trial consisted of the student agent (turn 5) and tutor agent (turn 6) asserting their respective opinions, prompting the human learner to intervene (turn 7), and obtaining the human learner’s opinion (turn 8).

These events were repeated in each trial, with each trial becoming increasingly more specific about the scientific merits of the research study. The trialogue in Table 2 discusses a research study that is flawed because it does not use random assignment. In Trial 1, the learners were simply asked if they would change their behavior based on the results of the study (turns 1-
3). Trial 2 asked if human learners believed there was a problem with the methodology of the study (turns 5-8). Trials 3 and 4 (not shown in Table 2) began to more directly address the use of random assignment. In Trial 3, human learners were asked, “Do the experimenters know that the two groups were equivalent?” Trial 4 asked the most specific question: “Should the experimenters have used random assignment here?”

Insert Table 2 About Here

**Measuring confusion and results.** Confusion and uncertainty were assessed using two methods. The first method involved a retrospective affect judgment protocol (Graesser et al., 2006). Videos of learners’ faces and computer screens that were recorded during the learning session were synchronized and played back to the learners. Learners provided affect ratings over the course of viewing these videos. Learners were provided with a list of affective states (anxiety, boredom, confusion, curiosity, delight, engagement/flow, frustration, surprise, and neutral) with definitions. Affect judgments occurred at 13 pre-specified points (e.g., after contradiction presentation, after forced-choice question, after learner response) in each learning session (104 in all). In addition to these pre-specified points, learners were able to manually pause the videos and provide affect judgments at any time. Larger average values are indicative of higher levels of confusion.

Analyses with paired-samples $t$-tests of learners’ self-reported confusion revealed that the true-false condition ($M = .06, SD = .10$) had a significantly higher level of confusion than the no contradiction control condition (true-true; $M = .04, SD = .06$). However, learners in the false-true ($M = .04, SD = .06$) and false-false conditions ($M = .05, SD = .08$) did not report higher levels of confusion than the control condition. Although this finding suggests that confusion can be
induced through contradictory information, it also suggests that the degree of confusion induced is impacted by who is delivering the false information (i.e., tutor vs. student agent).

During the retrospective affect judgment protocol learners had the option to self-report the presence of eight emotions (anxiety, boredom, curiosity, delight, engagement/flow, frustration, surprise) in addition to confusion. Learners’ self-reported experiences of these emotions were analyzed. When compared to the no contradiction control condition (true-true), learners did not self-report higher levels of any of these emotions in the experimental conditions (true-false, false-true, false-false). There was one exception to this finding. Curiosity was reported at a higher level in the true-false condition \( M = .08, SD = .12 \) than in the true-true condition \( M = .04, SD = .07 \), although the difference was only marginally significant \( p = .09 \).

Self-reports are one viable method to track confusion. However, this measure is limited by learners’ sensitivity and willingness to report their confusion levels. A more subtle and promising measure of confusion is to assess learner responses to forced-choice questions following contradictions by the animated agents (see turns 3 and 8 in Table 2). Since these questions adopted a two-alternative multiple-choice format, random guessing would yield a score of 0.5. Lower scores on the forced-choice questions indicate greater levels of uncertainty.

One-sample \( t \)-tests comparing learner responses to a chance value of 0.5 revealed the following pattern of performance: (a) true-true \( (M = .76, SD = .19) \) and true-false \( (M = .60, SD = .19) \) conditions were significantly greater than chance, (b) false-true \( (M = .45, SD = .26) \) was statistically indistinguishable from chance, and (c) false-false \( (M = .35, SD = .31) \) was significantly lower than chance. An ANOVA revealed the following pattern of response correctness across conditions: true-true > true-false > false-true > false-false.
These results suggest that contradictions successfully evoked confusion because incorrect responses following contradictions are assumed to reflect greater levels of uncertainty. The magnitude of confusion was dependent upon the source and severity of the contradiction. Confusion was low when both agents are correct and there is no contradiction (true-true), but increased when one agent was incorrect. Confusion was greater when the tutor agent was incorrect (false-true) compared to when the tutor agent was correct (true-false), presumably because this challenges conventional norms. Finally, confusion was greatest when both agents were incorrect (false-false), even though there was no contradiction in this condition.

**Measuring learning and results.** Learning was assessed through multiple-choice tests administered before and after the learning interaction. The multiple-choice tests consisted of 24 questions, three questions on each of the eight critical thinking concepts discussed during the learning interaction. In general, the results indicated that confusion was maximized when learners detected a clash between their knowledge and the agents’ responses. It was hypothesized that the resultant confusion would provide an opportunity for deeper learning because learners would need to stop and think in order to resolve their confusion. Indeed, preliminary analyses with paired-samples t-tests revealed that learning was higher in the false-true condition (M = .24, SD = .60) than in the no contradiction control condition (true-true; M = .00, SD = .64). Thus, inducing confusion not only created opportunities for learning, it also resulted in increased learning, despite the fact that there was not any explicit intervention to help learners regulate their confusion.

### 3.4 False System Feedback during the Learning of Critical Thinking Skills

The fourth learning environment attempted to experimentally induce confusion through false system feedback. Similar to the contradictory information learning environment (Section
3.3), learners attempted to learn critical thinking and scientific reasoning skills by diagnosing flaws in research studies.

**Participants and design.** The participants in this experiment were 167 undergraduate students from a large mid-South university in the United States. A within-subjects design was used, such that all participants completed four learning sessions on four scientific reasoning topics. They received false (inaccurate) feedback with respect to their performance on two of the topics. Accurate feedback was provided for the remaining two topics. Order of presentation of topics and assignment of topics to condition were counterbalanced across participants using a Graeco Latin square.

**Manipulation and interaction.** Similar to the previous experiment (see Section 3.3), learners diagnosed flaws in research studies in an attempt to learn critical thinking and scientific reasoning skills. However, in this experiment, learners interacted with one animated pedagogical agent (tutor agent) that provided feedback on their performance. The feedback provided by the tutor agent served as the medium for inducing confusion.

The tutorial dialogue for each research study progressed as follows. Learners read a brief description of the research study and were provided with the definition of the critical thinking concept being discussed (e.g., random assignment). After receiving this information, learners were asked to determine whether the use of the critical thinking concept was flawed in the research study. After responding, learners received feedback from the tutor agent. They were then asked to read a short text on the critical thinking flaw that was present in the research study.

The quality of the learner’s answer combined with the feedback delivered by the tutor agent resulted in four conditions. In the *correct-positive* condition, learners responded correctly and were given accurate, positive feedback (e.g., *Yes, that’s correct*). In the *incorrect-negative*
condition, learners responded incorrectly and received negative feedback (e.g., No, that’s not correct). These two conditions served as the control conditions. In the correct-negative condition, learners responded correctly but were given inaccurate, negative feedback. In the other false feedback condition, incorrect-positive, learners responded incorrectly but were given positive feedback. Learners receiving false feedback (correct-negative, incorrect-positive) were expected to experience more confusion than the control conditions. False feedback was expected to induce confusion in learners because it violated learners’ expectations about their response quality. The false feedback was eventually corrected over the course of the dialogue.

The experiment progressed as follows. Learners first completed a pretest and read a short text introducing them to the critical thinking concepts that would be discussed during the tutorial session (control group, experimenter bias, random assignment, and replication). Learners then diagnosed flaws in four research studies, with the tutor agent providing background information, questions, and feedback. During the tutorial session learners were also provided with an explanatory text on each critical thinking concept.

**Measuring confusion and results.** Confusion was measured using one online method in this experiment. This method required learners to self-report the presence or absence of confusion immediately after the feedback manipulation. Although self-reported confusion was a binary choice (0 = not confused, 1 = confused) for individual learners, larger average values for a condition indicate higher levels of confusion. Mixed effects logistic regressions on these binary confusion ratings indicated that learners in the correct-negative condition ($M = .56, SD = .46$) reported being more confused than learners in the correct-positive condition ($M = .38, SD = .44$). However, there were no differences between the incorrect-positive condition ($M = .43, SD = .47$) and the incorrect-negative condition ($M = .49, SD = .47$). These findings suggest that false
system feedback can be used as a method for inducing confusion, but it is not effective in all conditions.

The findings from learners’ self-reported confusion suggest that false feedback was more effective when the learner was correct (correct-negative) than when the learner was incorrect (incorrect-positive). This difference can be attributed to the difference between learners’ expected outcome and the feedback received from the tutor agent. Prior to receiving feedback, learners were required to indicate whether they were confident or not confident in the correctness of their response. Regardless of actual response quality, 80% of learners reported confidence in their response correctness. This suggests that most learners believed their responses were correct, and expected to receive positive feedback from the agent. When the learners in the correct-negative condition received negative feedback, their expectations were violated. However, learners in the incorrect-positive condition had their expectations confirmed by the false feedback, and did not report increased confusion.

**Learning measures and results.** Learning was assessed through near and far transfer tests. Transfer tests involved learners diagnosing flaws in research studies after completing the tutorial interaction and without any guidance from the tutor agent. Each near transfer and far transfer research study contained one flaw (e.g., random assignment) that was also discussed during the learning sessions. Near transfer studies differed from the studies discussed during the learning sessions only on surface features. Far transfer studies, on the other hand, differed on both surface and structural features.

First, learning differences were investigated based on feedback condition through two mixed effects logistic regressions. The logistic regressions revealed that there were not significant differences in learners’ ability to detect flaws based on feedback condition (correct-
negative = correct-positive and incorrect-positive = incorrect-negative). This finding was consistent for both near and far transfer tests.

It is possible that learners must consciously recognize the impasse in order to begin engaging in beneficial cognitive activities (VanLehn et al. 2003). To address this possibility, differences in learning outcomes based on self-reported confusion were investigated. This was investigated by testing the interaction of condition (accurate or inaccurate feedback) and self-reported confusion in two mixed effects logistic regressions (correct-negative vs. correct-positive and incorrect-positive vs. incorrect-negative).

The results indicated that both interactions were significant ($p < .05$) for far transfer tests, but the interactions were not significant for near transfer tests. Specifically, learners in both experimental conditions performed significantly better on the far transfer tests than the control conditions when confusion was reported: correct-negative ($M = .27, SD = .43$) performed better than correct-positive ($M = .12, SD = .32$) and incorrect-positive ($M = .41, SD = .49$) performed better than incorrect-negative ($M = .25, SD = .43$). When confusion was not reported learners in the correct-negative condition ($M = .11, SD = .30$) performed significantly worse than those in the correct-positive condition ($M = .26, SD = .43$), while learners in the incorrect-positive condition ($M = .24, SD = .41$) performed equally as well as learners in the incorrect-negative condition ($M = .31, SD = .46$).

To summarize, false feedback was an effective manipulation to induce confusion and promote learning. Learners who were confused by the false feedback in the experimental conditions were significantly more likely to identify flaws on the far transfer tests. This pattern of results suggests that if learners do not detect that they have reached an impasse, the learning opportunity may be missed.
3.5 Discussion

These four studies provide evidence that confusion can be induced through vague hints and prompts, breakdown scenarios, contradictions, and false feedback. Importantly, confusion was elicited through events that were tied to the learning process, as opposed to emotion induction through tasks that are independent of the learning session, such as having participants watch an emotion-inducing video (Rottenberg, Ray, & Gross, 2007). This is particularly important for implementation in learning environments that aim to regulate the induced confusion.

Also important for future ITS applications are the different methods of tracking confusion during learning. Retrospective self-reports, online self-reports, and learner responses to probing questions have been discussed as methods for tracking confusion. While there is no gold standard for detecting confusion, a combination of subjective and more objective measures of confusion was used in the present research. Specifically, utilizing both online self-reports (sporadically) and more indirect measures, such as learner responses and perhaps response times, would be the most defensible position when attempting to diagnose whether a learner is confused.

The results from the present experiments confirmed some of the predictions of goal-appraisal theory, cognitive disequilibrium theory, and impasse-driven theories of learning. In particular, the four learning environments were able to induce confusion and cognitive disequilibrium through events tied to the learning process. There was also evidence that learning opportunities were created and, in some cases, learning gains were higher in experimental conditions compared to control conditions.
4. Interventions to Help Learners Regulate their Confusion

The next step of this research program is to develop interventions to help learners regulate their confusion so as to be productively, instead of hopelessly, confused. Goleman (1995) claims, although with precious little data at hand, that expert teachers are very adept at recognizing and addressing the emotional state of learners and taking some action that positively impacts learning. But it is still an open question what these expert teachers see and how they decide on a course of action. Therefore, future research will need to empirically investigate the interventions proposed by different learning theories.

In general, a learning environment that detects that a learner is confused has a variety of paths to pursue. The learning environment might want to keep the learner confused (i.e., in a state of cognitive disequilibrium) and leave it to the learner to actively deliberate and reflect on how to restore equilibrium. This view is consistent with a Piagetian theory (1952) that stipulates that learners need to experience cognitive disequilibrium for a sufficient amount of time before they adequately deliberate and reflect via self-regulation. If so, the environment should give indirect hints and generic pumps (“okay”, “what else?”) to get the learner to do the talking when the learner flounders.

VanLehn et al. (2003) propose a method that is in line with Piagetian theory in which the ITS would only provide minor guidance while learners engage in effortful problem solving. Minor guidance from the ITS would allow learners to struggle, at times, when working to resolve their impasses. Specifically, VanLehn et al. suggest a three step strategy: “(a) let the student reach an impasse, (b) prompt them to find the right step and explain it, and (c) provide an explanation only if they have tried and failed to provide their own explanation” (pp. 245). If the ITS does provide an explanation, VanLehn et al. recommend that it should be as short and
simple as possible, excluding any extraneous information or elaboration. Alternatively, a Vygotskian theory (Vygotsky, 1978) suggests that it is not productive to have low ability students spend a long time experiencing negative affect in the face of failure. If so, the environment should give more direct hints and explanations, perhaps choosing a strategy based on the learner’s prior knowledge or current knowledge level.

Individual differences, like prior knowledge, are expected to play an important role in the regulation of confusion. For example, when investigating confusion induction through device breakdowns, D’Mello and Graesser (in review) found that successful confusion resolution varied based on learners’ scholastic aptitude. In these studies learners worked towards confusion resolution without any scaffolding intervention, but it is reasonable to presume that interventions would be differentially effective for individual learners. There are undoubtedly many more learner characteristics that will impact confusion experience, regulation, and ultimately the amount of learning that occurs.

For example, attribution theory (Heider, 1958; Weiner, 1995) predicts that a learner’s detection of a contradiction or anomaly could be attributed to either an external cause (e.g., a problem in the learning material) or an internal cause (e.g., lack of learner knowledge). Such attributions should have an impact on the manner in which learners attempt to alleviate their confusion.

Individual differences in self-efficacy (Bandura, 1997; 2006; Zimmermann, 2000) are expected to play a role in regulation of confusion as well. One hypothesis predicts that learners with high self-efficacy will regulate their confusion through effortful problem solving and cognitive deliberation; learners with low self-efficacy, on the other hand, will experience feelings of hopelessness and disengage.
Similar to self-efficacy, learners’ interest is expected to impact both the experience and regulation of confusion during learning. Learners that already possess an interest in a topic are expected to show greater perseverance when they reach an impasse, whereas learners that do not have interest in a topic are likely to disengage when faced with a challenge (Hidi & Renninger, 2006). However, it is also possible that a learning environment can create or increase learner interest in a topic.

The four phase model of interest development posits that first situational interest is triggered by an event or stimulus (Hidi & Renninger, 2006). For example, if a person read an interesting headline on a news website and read the associated article, interest in the topic could be triggered and potentially lead to seeking out more information about the topic. Then, if the correct circumstances arise, well-developed individual interest is created. When situational interest is triggered, learners will experience focused attention as well as positive feelings toward the topic that has sparked their interest. Learners who have transitioned into maintained situational interest will begin to seek out more information on the topic of interest on their own. This effort to learn more about a certain topic is intrinsically motivated and involves focused attention over a more extended period of time. Learning environments that trigger and maintain situational interest can attempt to capitalize on the expected benefits of learner interest.

The degree to which learners are academic risk takers presumably will influence the regulation of confusion. Academic risk theory contrasts (a) adventuresome learners who want to be challenged with difficult tasks, take risks of failure, and manage negative emotions when they occur, with (b) cautious learners who tackle easier tasks, take fewer risks, and minimize failure and its resulting negative emotions (Clifford, 1988; 1991; Meyer & Turner, 2006). Cautious
learners might detect the impasses but be hesitant to step up and confront their confusion because of self-doubt and the threat of failure.

In addition to pedagogical strategies that are sensitive to individual differences, another potential method of confusion regulation that would not involve complex system-learner interactions draws from emotion regulation theories (Gyurak, Gross, & Etkin, 2011; McRae et al., 2010; Sheppes & Gross, 2011). Many learners feel that being in a state of confusion is detrimental or indicative of lacking knowledge or low ability. Interventions that help learners understand the benefits of confusion, and that confusion does not imply current or eventual failure, could cause learners to be more persistent when faced with challenges. In other words, reframing the experience of confusion as positive for learning could help learners engage in the process of impasse resolution. This shift from viewing confusion as an undesirable state to a desirable state is an example of a cognitive change or cognitive reappraisal (Gross, 1998).

Future research will need to test the utility of each method and the circumstances under which each is the most useful. Within a controlled learning environment it will be possible to determine if one intervention is superior to the other methods or if there are circumstances where each is effective in producing learning gains.

5. Closing Comments

Over the last decade there has been an explosion of research on emotions during learning, both in classroom contexts and in the context of computer learning environments (see edited volumes by Schutz and Pekrun (2007) and Calvo and D’Mello (2011)). These research efforts have identified the emotions that occur during learning as well as the events that trigger these emotions and how they manifest. More recently, affect-sensitive intelligent tutoring systems that allow for the
automated management of learners’ cognitive and affective states are coming online (Arroyo, et al., 2009; Burleson & Picard, 2007; Chaffar et al., 2009; Conati & Maclaren, 2009; D’Mello et al., 2009; Forbes-Riley & Litman, 2009; Robison et al., 2009). These systems are capable of automatically sensing, for example, when a learner is interested, bored, confused, and frustrated by monitoring facial cues, paralinguistic features of speech, posture, peripheral physiology, and contextual cues. Systems that couple diagnostic assessments of emotions (from sensors) with predictive assessments (from context and appraisal models) represent significant progress in this area. Emerging experimental evidence suggests that affect-sensitivity can be quite effective in promoting learning gains, especially for struggling students (D’Mello, Lehman, Sullins et al., 2010). Even more impressive are recent efforts to deploy these systems in real classrooms (Arroyo et al., 2009); this is a crucial goal for widespread use and acceptance.

Although these affect-sensitive ITSs focus on detecting certain negative emotions when they occur, research presented here suggests that there are also some merits to inducing affective states such as confusion. Based on the hypothesis that confusion can potentially be beneficial for learning, different methods for confusion induction and different methods for tracking confusion have been presented. The next step is to develop interventions that help learners productively manage their confusion so that misconceptions are corrected and conceptual networks are strengthened.

Of course it is important to emphasize that the claim is not that confusion itself is beneficial for learning or that all instances of confusion correlate with learning. Quite different from this simplistic view, the present claim is that confusion can mediate or causally effect learning if induced in the correct context and if appropriately modeled and scaffolded in a manner that is sensitive to learners’ individual differences. This remains an open issue for future
research.
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**Table 1.**

Dialogue excerpt from AutoTutor interaction (Graesser et al., 2004)

<table>
<thead>
<tr>
<th>Turn</th>
<th>Speaker</th>
<th>Dialogue</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AutoTutor</td>
<td>When a car without headrests on the seats is struck from behind, the passengers often suffer neck injuries. Why do passengers get neck injuries in this situation?</td>
</tr>
<tr>
<td>2</td>
<td>Learner</td>
<td>The passenger experiences a backward acceleration, while the car moves forward.</td>
</tr>
<tr>
<td>3</td>
<td>AutoTutor</td>
<td>And can you add to that?</td>
</tr>
<tr>
<td>4</td>
<td>Learner</td>
<td>This is because the passenger experiences a force opposite in direction to the force on the car.</td>
</tr>
<tr>
<td>5</td>
<td>AutoTutor</td>
<td>Um, yes, correct! When the neck provides a large force, what within the neck would get damaged?</td>
</tr>
<tr>
<td>6</td>
<td>Learner</td>
<td>The spine.</td>
</tr>
<tr>
<td>7</td>
<td>AutoTutor</td>
<td>Umm, I think you get this. Damage within the neck will occur in the ligaments and the …?</td>
</tr>
<tr>
<td>8</td>
<td>Learner</td>
<td>Muscles.</td>
</tr>
<tr>
<td>9</td>
<td>AutoTutor</td>
<td>Brilliant! Ligaments and the muscles. Let's keep going. Additionally, when there is no headrest present in the car, what accelerates the head of the passenger?</td>
</tr>
<tr>
<td>10</td>
<td>Learner</td>
<td>The impact from behind.</td>
</tr>
<tr>
<td>11</td>
<td>AutoTutor</td>
<td>I am sure you can get this. The head of the passenger will be accelerated by the passenger's …?</td>
</tr>
<tr>
<td>12</td>
<td>Learner</td>
<td>Car.</td>
</tr>
<tr>
<td>13</td>
<td>AutoTutor</td>
<td>Wrong! By the passenger's neck.</td>
</tr>
<tr>
<td>14</td>
<td>AutoTutor</td>
<td>Do you perhaps have any general conceptual physics questions?</td>
</tr>
<tr>
<td>15</td>
<td>Learner</td>
<td>No.</td>
</tr>
<tr>
<td>16</td>
<td>AutoTutor</td>
<td>How would you answer my first question, having gone over what we've just talked about?</td>
</tr>
<tr>
<td>17</td>
<td>Learner</td>
<td>The passengers get neck injuries because … [81 additional words].</td>
</tr>
<tr>
<td>18</td>
<td>AutoTutor</td>
<td>Great! To recap … [AutoTutor summarizes correct response to first question].</td>
</tr>
</tbody>
</table>
There was an experiment done at a top university where students got the same grade whether they used the textbook or not. In the fall, science students were told that textbooks were optional. For the same class in the spring, students were told that reading the textbook was required. The researchers found no differences on the final exams. So there is no need to buy textbooks.

<table>
<thead>
<tr>
<th>Turn</th>
<th>Speaker</th>
<th>Dialogue Move</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dr. Williams</td>
<td>So Chris and I talked while you were reading and Chris thinks that there wasn’t anything problematic about this study, but I think there was. &lt;Introduce contradiction&gt;</td>
</tr>
<tr>
<td>2</td>
<td>Dr. Williams</td>
<td>How about you Bob? Would you not buy textbooks next semester based on this study? Please type buy or not buy. &lt;Forced-choice question&gt;</td>
</tr>
<tr>
<td>3</td>
<td>Bob</td>
<td>Not buy. &lt;Response&gt;</td>
</tr>
<tr>
<td>4</td>
<td>Dr. Williams</td>
<td>We are going to go over our thinking for this study before we come to any final decisions. &lt;Advance dialogue&gt;</td>
</tr>
<tr>
<td>5</td>
<td>Chris</td>
<td>Well, I think how the participants were put into each condition was good, so that’s not a problem. &lt;Assert information&gt;</td>
</tr>
<tr>
<td>6</td>
<td>Dr. Williams</td>
<td>It was problematic. &lt;Contradict with Chris&gt;</td>
</tr>
<tr>
<td>7</td>
<td>Dr. Williams</td>
<td>Looks like we disagree. Bob, do you think there’s a problem with how the participants were put into each group? Please type problem or no problem. &lt;Contradiction &amp; forced-choice question&gt;</td>
</tr>
<tr>
<td>8</td>
<td>Bob</td>
<td>Problem. &lt;Response&gt;</td>
</tr>
</tbody>
</table>
Figure Captions

Figure 1. Screenshot of AutoTutor interface
Figure 1

How does the operating system interact with the word processing program when you create a document?

Student: The operating system allows you to save new information on a document.
Tutor: I see. Ok.
Tutor: Can you elaborate a bit on that?
Student: Yes, the operating system creates space to save the document so that it is not lost when you open another program.

Yes, the operating system creates space to save the document so it is not lost when you open another program.