Network analysis improves interpretation of affective physiological data
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Abstract—Understanding how human physiological responses to a stimulus vary across individuals is critical for the fields of Affective Psychophysiology and Affective Computing. We approach this problem via network analysis. By analyzing individuals’ galvanic skin responses (GSRs) to a set of emotionally charged images, we model each image as a network, in which nodes are individuals and two individuals are linked if their GSRs to the given image are similar. In this context, we evaluate several network inference strategies. Then, we group (or cluster) images with similar network topologies, while evaluating a number of clustering choices. We compare the resulting network-based partitions against the known arousal/valence-based “ground truth” partition of the image set (which is likely noisy). While our network-based image partitions are statistically significantly similar to the “ground truth” partition (meaning that network analysis correctly captures the underlying signal in the data), the network-based partitions outperform the “ground truth” partition with respect to latent semantic analysis (meaning that our partitions are more semantically meaningful than the “ground truth” partition). Thus, network analysis of affective physiological data appears to improve interpretation of the data.

I. INTRODUCTION

Networks (or graphs) allow for studying complex processes that emerge from the collective behavior of interconnected elements. Thus, networks can model real phenomena in many domains, e.g., social, technological, or biological systems [1], [2], [3]. We focus on network modeling of affective physiological data, in order to gain insights into how individuals physiologically respond to emotional stimuli, thereby benefiting the fields of Affective Psychophysiology and Affective Computing. While networks have already been used to evaluate emotional responses (e.g., [4]), to our knowledge, we are the first to do this by studying affective physiological data. As we will show, network analysis improves interpretation of the data compared to an alternative non-network-based approach.

A. Motivation and background

There is an inextricable coupling between physiology and emotions because one of the key evolutionary functions of emotion is to facilitate rapid action in response to relevant environmental events [5]. Emotions are constructs (or conceptual entities) that cannot be directly measured, but must be inferred from measurable signals like physiology. Therefore, understanding the relationship between emotions and physiology has been an important endeavor in the field of Affective Psychophysiology for more than a century.

B. Related work

Over the last century, many attempts have been made to identify how different emotions are manifested in physiological signals, such as the electrocardiogram (ECG), electromyogram (EMG), or galvanic skin response (GSR) (see [12] for a review). While it was once claimed that unique discrete emotions (e.g., fear, anger) are accompanied by distinct physiological patterns [13], meta-analyses and other syntheses of the literature have failed to conclusively support this claim [12].

One reason for the difficulties in uncovering the emotion → physiological mapping is the considerable individual variability in emotional responses (i.e., reactions to the same stimulus vary across individuals). In affect detection, the most common approach to handle this variability has been to simply ignore it (e.g., [10], [14], [15]). This is done by building person-dependent models that are carefully calibrated to each individual. However, despite some advances [9], [16], what is needed are person-independent models that generalize to new individuals. The few efforts along this front have produced mixed results [17]. For example, recognition-rates of person-dependent and person-independent models from three physiological signals (ECG, EMG, and GSR) were compared [11], and machine learning applied to detect seven emotions indicated that it was possible to build person-dependent models with moderate classification accuracy, but accuracy went to zero when person-independent modeling was adopted.

C. Our approach

To summarize, efforts to identify unique emotion-specific physiological responses have been largely unsuccessful, likely
due to considerable intra- and inter- individual variability in the signals. Unfortunately, most (but not all) of the research have typically considered this variability to be sources of error and something to be averaged over. In our view, however, this variability is far from random as there might be structure in the noisy patterns of individual responding. Modeling this variability will provide insights into the fundamental question of how individuals physiologically respond to emotions.

This paper adopts a novel approach to study interrelations among individuals by formulating the problem from a network perspective. Since networks model relationships between objects, and since physiological variability depends on the interrelations – both between humans and their physiological states – by looking at the system of stimuli and individual responses to them from a structural (or topological) point of view, networks can provide important insights on the problem of modeling and understanding this variability.

To this end, we consider affective physiological responses of humans to a set of stimuli and construct networks reflecting relations between individual responses. We then analyze and compare these networks to investigate how inter-individual patterns of responses map onto the known “ground truth” about the stimuli. In addition to this, we provide a comprehensive analysis of the ways to construct, compare, and cluster networks, which allows us to examine relative effects of choosing different methods and parameters. As a result, we develop an extensible framework for systematic analysis of affective physiological data. Also, we demonstrate that network analysis of such data improves interpretation of the data compared to an alternative, non-network-based approach.

II. METHODS

The experimental setup for collection of affective physiological data used in this study is described in Section II-A. From this data, we construct networks using a variety of network inference strategies (Section II-B). We evaluate topological properties of the networks (Section II-C), in order to group (or cluster) networks that have similar properties. For this purpose, we use several clustering methods and various combinations of their parameters (Section II-D). We conduct a thorough evaluation of the quality of partitions produced by the different clustering strategies and verify both statistical and practical significance of our results (Section II-D4).

A. Data collection

Eighteen human subjects were presented with 89 emotionally charged images from the International Affective Picture System (IAPS) [18]. The IAPS is a collection of over a thousand images depicting people, objects, or events that have been selected on the basis of how they evoke valence (unpleasant to pleasant) and arousal (sleepy to active) in large samples of viewers. Arousal and valence are the two fundamental dimensions of affective responses [19].

Each subject was equipped with a sensor to record their galvanic skin (or electrodermal) response (GSR). GSR tracks the electrical conductivity of the skin based on variations in moisture caused by sweating. The basic idea of GSR is that the sweat glands are controlled by the sympathetic nervous system (which modulates affect related flight or fight responses), so variations in moisture that are picked up by the GSR signal can reflect changes in physiological arousal.

A GSR signal of each subject to each image was obtained, resulting in a total number of $18 \times 89 = 1,602$ signals. Each subject viewed each image for 10 seconds, with responses being recorded at a rate of 1,000 Hz. The 89 signals for each subject were first standardized (converted to $z$ scores) within the subject and then smoothed with a 0.3 Hz low-pass filter.

The 89 images were selected in a way that the IAPS arousal and valence normative scores [18] for the stimuli spanned a $3 \times 3$ arousal/valence space, with the three arousal/valence values corresponding to “low”, “medium”, or “high”. Based on this space, we can partition the images into one of the nine classes (i.e., high arousal - high valence, high arousal - medium valence, high arousal - low valence; medium arousal - high valence, and so on). Henceforth, we refer to this nine-class image partition as the arousal/valence (AV) “ground truth” partition (or simply as the AV partition). Eight of the nine classes contain 10 images, and one class contains nine images.

Note that we intentionally use quotes when talking about the AV partition, since the “ground truth” is itself quite noisy. This is because the “ground truth” was obtained from a combination of theory (images were carefully selected to evoke particular responses; e.g., spider to evoke fear, or surgery for disgust) and normative ratings of valence and arousal that accompany the IAPS collection. These ratings reflect the average valence and arousal as subjectively reported by a large sample of individuals (different from our 18 subjects) after viewing each image. Therefore, the assignment of the images to the nine “ground truth” classes in the AV partition is noisy, which is typical for any emotion-eliciting stimuli.

B. Network construction

We construct networks from the collected physiological response data as follows (Fig. 1). For each image, we create an unweighted, undirected network in which a node corresponds to a subject and an edge exists between two nodes if GSR responses of the corresponding subjects are “similar enough”. By “similar enough”, we mean that the similarity of two given responses, computed with respect to a given similarity measure, is above a given threshold. Thus, each network structurally captures how different subjects respond to the same image as an initial step of modeling inter-individual variability.

To test whether the choice of the similarity measure and threshold value affects the results, we evaluate two different similarity measures: 1) Pearson correlation (PC) and 2) mutual information (MI) (see below). Then, for each similarity measure, we examine multiple similarity thresholds; we discuss the choice of an appropriate threshold in Section III-A.

When we use PC, we construct networks in two ways. First, we add an edge between two subjects if the PC coefficient between the subjects’ responses to the corresponding image is above a given positive threshold. In such a network, only subjects whose responses are strongly positively correlated are linked. We refer to networks constructed in this way as PC positive networks. Second, we add an edge between two subjects if the absolute value of PC coefficient between the subjects’ responses to the given image is above a given
threshold. In such a network, both subjects whose responses are strongly positively correlated as well as subjects whose responses are strongly negatively correlated are linked. We refer to networks constructed in this way as PC positive-negative networks. We do not create networks in which PC coefficient between the subjects’ responses to the corresponding image is below a given negative threshold, as such networks would be topologically constrained (in terms of the number of triangles) and thus structurally different from real-world networks [3].

When we use MI, we add an edge between two subjects if the normalized MI [20] between the subjects’ responses to the given image is above a given threshold. Compared to PC-based networks, MI-based networks can capture more complex (i.e., non-linear) relationships between responses [20], [21]. Since the normalized MI can have only positive values, we refer to networks constructed in this way as MI positive networks.

Thus, we create three different network types corresponding to the two similarity measures: PC positive, PC positive-negative, and MI positive networks. For each network type, for each similarity threshold, we generate 89 networks, one for each of the 89 images. Each of the networks models similarity in responses between the 18 subjects and can thus have 18 nodes. However, since isolated nodes (i.e., nodes with no edges adjacent to them) do not contribute to the topology of the network, we remove such nodes. Therefore, some networks may end up having fewer than 18 nodes (Section III-B).

C. Network properties

To study whether network structure varies across the different network types, we analyze six popular concise “footprints” of network structure, or network properties: the number of nodes, number of edges, average degree, size of the largest connected component, diameter (see below), and the average clustering coefficient (see below). The diameter of a network is the maximum of shortest path lengths over all pairs of nodes in the network. The average clustering coefficient of a network is the average of clustering coefficients over all nodes in the network; the clustering coefficient of a node is the probability that two of the node’s neighbors are connected [22].

D. Clustering

Upon constructing the networks and evaluating their structure, we next ask whether networks corresponding to images of the same AV “ground truth” class (Section II-A) are more “topologically similar” than networks corresponding to images from different classes. To answer this, we cluster the networks into non-overlapping groups based purely on their topological similarities, without using any “ground truth” knowledge about which network (i.e., image) corresponds to which “ground truth” class. In this way, we produce a network-based partition of the images. Then, we can compare such a partition with the AV “ground truth” partition (Section II-A), in order to determine whether the two partitions significantly overlap. A significant overlap would indicate that based solely on network topological similarity we can group together images which group together according to the “ground truth”. (Note: we do not perform “graph clustering” of an individual network into groups (or communities) of nodes (or edges) [23], [24].)

To cluster a set of objects (i.e., images), one needs to define: 1) a measure of distance (or equivalently, similarity) between the objects; 2) a clustering method; and 3) parameters of the clustering method. We comprehensively test multiple network-based (as well as non-network-based) distance measures (Sections II-D1 and II-D2), clustering methods (Section II-D3), and variations of the methods’ parameters (Section II-D3). Then, upon producing a partition of images, one needs to evaluate the quality of the partition. We evaluate our partitions with respect to their overlap with the “ground truth” knowledge about the images (Section II-D4), as follows.

1) Network-based distance measures: We use seven network similarity measures: 1) common edges, i.e., the overlap of the networks’ edge sets, as measured by Jaccard index \( \frac{|E_1 \cap E_2|}{|E_1 \cup E_2|} \) (where \( E_1 \) and \( E_2 \) are the two edge sets) [25]; 2) absolute difference of the networks’ average clustering coefficients [26]; 3) absolute difference of their average diameters (the average diameter of the network is the average of shortest path lengths over all node pairs) [26]; 4) Pearson correlation of the networks’ degree distributions [26], [3]; 5) Pearson correlation of their clustering spectra (the clustering spectrum of a network is the distribution of average clustering coefficients of nodes with a particular degree) [26]; 6) relative graphlet frequency distance (RGF-distance) (which compares frequencies of all 3-5-node subgraphs, or graphlets, in two networks [27]); and 7) graphlet degree distribution agreement (GDD-agreement) (which generalizes the degree distribution into a spectrum of graphlet degree distributions [28]). We use GraphCrunch for all comparisons [22], [26].

RGF-distance and GDD-agreement take into account more of network topology compared to the other measures, and are thus considered to be more constraining measures of network similarity [27], [28], [29]. Therefore, one would expect that RGF-distance and GDD-agreement would outperform the less constraining measures in terms of partition quality. Surprisingly, as we show in Section III-C, this is not the case.
The common edges measure explicitly takes into account correspondence of node labels between networks, whereas all other measures are insensitive to label correspondence and consider only topological information. So, one would expect that common edges would outperform other measures. Indeed, as we show in Section III-C, this is what we observe in general.

2) Non-network-based distance measures: Importantly, we want to ensure that we can obtain a more precise image partition by clustering network-based representations of the images via a network similarity measure than by clustering a non-network representation of the image data via some statistical, non-network-based image similarity measure. That is, we want to ensure that it indeed beneficial to use network analysis to study physiological data. For this purpose, we define an additional non-network-based measure of similarity between two images, as follows. For each image and for each similarity measure (i.e., PC or MI; Section II-B), we construct a vector with \( \binom{18}{2} \) values, where each value corresponds to similarity between responses of two corresponding subjects to the given image. Now, instead of selecting a similarity threshold to define a subset of the \( \binom{18}{2} \) values as edges in a network corresponding to the given image and then computing similarity between two images by comparing their networks, as above, here, to compute similarity between two images, we directly compare two \( \binom{18}{2} \)-dimensional vectors corresponding to two images using Pearson correlation. We refer to this measure as the non-network (NON) distance.

Thus, we consider the total of eight distance measures. For each, we construct matrices of pairwise image distances and input these matrices into a clustering method (see below), in order to group (separate) similar (dissimilar) images.

3) Clustering methods and their parameters: To test the effect of the choice of clustering method on partition quality, we use two clustering methods: hierarchical clustering (HIE) and \( k \)-medoids clustering (KM) [23]. Parameters of HIE are: the linkage method, i.e., the way of measuring the distance between two clusters, and the choice of how to cut a hierarchical tree (or dendrogram). Clearly, different values of each parameter could lead to different partitions. Thus, we test four linkage methods: single, complete, average, and weighted [23]. To cut a dendrogram, we specify the desired number of clusters, \( k \), testing all possible values of \( k \), from 1 to 89, in increments of 1. Note that we also tested other strategies for cutting a dendrogram (e.g., by specifying the maximum allowed inter-cluster distance), but their performance in terms of the partition quality was inferior (results not shown). KM is a version of \( k \)-means in which cluster centers are data points [30]. The only parameter of KM is the desired number of clusters, \( k \), for which we again test all 89 possible values.

For each network type, given 7 network-based distance measures, 4 linkage methods, and 89 values of \( k \) for HIE and 7 network-based distance measures and 89 values of \( k \) for KM, we produce \( (7 \times 4 \times 89) + (7 \times 89) = 3,115 \) network-based partitions. Since we consider three network types (Section II-B), we produce the total of 9,345 network-based partitions. Also, by using the NON distance, for each measure of similarity between two responses, given 4 linkage methods and 89 values of \( k \) for HIE and 89 values of \( k \) for KM, we produce \( (4 \times 89) + (89) = 445 \) non-network based partitions. Since we consider two response similarity measures (Section II-B), we produce the total of 890 such partitions. So, we produce 9,345 + 890 = 10,235 partitions.

4) Quality of partitions: To compare any two partitions, we use a measure called Adjusted for chance Information Distance (AID) [21], [31]. This measure uses notions of entropy and MI to determine the similarity between two partitions from an information theoretic perspective. Intuitively, it quantifies how much knowing one of the partitions reduces uncertainty about the other [21]. The lower the AID value, the more similar two partitions. AID already incorporates “adjustment for chance” that allows for comparing partitions of different cluster sizes without bias [31]. As a consequence, AID gives a way to rank pairs of partitions based on their similarities. This is very useful in our study, because it allows us to evaluate the fit of the AV “ground truth” partition to many different partitions resulting from the different clustering strategies. And by comparing multiple partitions to the AV partition, we can determine which one of them is closer to the “ground truth”.

To determine statistical significance of an AID score, we generate 10,000 random partitions and compute AID between each random partition and the AV partition, resulting in the total of 10,000 “random” AIDs. Then, we determine \( p \)-value of our actual AID score as the number of AIDs out of the 10,000 “random” AIDs that have the same or better (i.e., lower) value than the actual AID score. We use \( p \)-value threshold of 0.01.

In addition to comparing our network- and non-network-based partitions with the AV “ground truth” partition, we also assess them using latent semantic analysis (LSA) [32]. LSA is a statistical technique that computes the conceptual similarity of two texts (words, sentences, or documents) by leveraging second-order co-occurrence relationships from large text corpora. For each pair of our images, we derive LSA similarities between descriptions of objects depicted in the images (e.g., “dog” and “spider”) (the online LSA tools (http://lsa.colorado.edu/) were used for the requisite computation). That is, we obtain an additional “ground truth” data set that is based purely on semantic meanings of the images. Now, to evaluate the quality of a partition from the LSA perspective, we compare intra- and inter-cluster LSA similarities within this partition. In a high quality partition, intra-cluster similarities would be statistically significantly higher than inter-cluster similarities. To evaluate the statistical significance of the difference between intra- and inter-cluster similarities in a partition, we compare the vector of all pairwise intra-cluster similarities with the vector of all pairwise inter-cluster similarities using the Wilcoxon rank-sum test [33]. By doing this for multiple partitions, and by comparing the resulting \( p \)-values across the partitions, we can determine which of the partitions is more significant and thus more semantically meaningful. We do this not only for our network-based partitions but also for the AV “ground truth” partition (which might be noisy; Section II-A), in order to evaluate whether any of our network-based partitions improve upon the AV partition with respect to LSA.

III. RESULTS AND DISCUSSION

We describe the choice of parameter values for network construction (Section III-A). We discuss trends in topology of the constructed networks and the effect of the choice of network construction strategy on the trends (Section III-B). We
present image clustering results and discuss the effect of the choice of clustering parameters on the results (Section III-C).

A. Choosing network construction parameters

We use two measures of similarity between GSR signals: Pearson correlation (PC) and mutual information (MI) (Section II-B). Given an image and a response similarity measure, we connect two subjects by an edge if the similarity of their GSR signals is above a given threshold (Section II-B). Ideally, one should select a threshold that is statistically significant. Also, the threshold should provide a meaningful representation as well as interpretation of the data. In this context, we aim to construct a network that ideally links all 18 subjects, in order to include into the network as much of information from the data as possible. At the same time, we aim to construct a network that is not too dense, in order to mimic the sparse nature of many real-world networks as well as avoid randomness in network topology [3]. The choice of threshold value is likely to affect the resulting network topology: the higher the threshold, the smaller the number of nodes included into the network but the smaller the density; the lower the threshold, the larger the number of nodes included into the network but the larger the density. To determine an appropriate threshold, we analyze trends in network topology at multiple thresholds, as follows.

First, we focus on PC positive networks (Section II-B). We vary PC threshold from 0.5 to 0.9 in increments of 0.1 and further from 0.9 to 0.99 in finer increments of 0.01. We do not examine thresholds below 0.5, as the majority of all possible edges would already be included into networks at this threshold. For each examined threshold, we balance between the number of nodes included into networks and network density. Empirically, we find that PC threshold of 0.95 results in the most appropriate networks, i.e., in networks that include many nodes while still being sparse enough. Also, since each GSR signal consists of \( n = 1,000 \) samples (Section II-A), and since thus PC coefficient between two responses is computed by contrasting two 1,000-dimensional vectors, using a closed formula for statistical significance of PC at \( n = 1,000 \) [33], we find that threshold of 0.95 has a \( p \)-value of below \( 10^{-7} \). Thus, we adopt 0.95 as the threshold for PC positive networks, including \(~30\%\) of all possible edges into all 89 PC positive networks combined. (Not all networks necessarily have the same number of edges.) For a fair comparison, we adopt the same threshold for PC positive-negative networks.

However, the distribution of all possible PC scores and all possible MI scores is somewhat different. For example, for PC, \(~30\%\) of all possible edges are included into networks at threshold of 0.95, while for MI, \(~75\%\) of all edges are included into networks at the same threshold. Thus, for a fair comparison, instead of selecting the same threshold across the two different similarity measures, we adopt MI threshold of 0.975, as it also results in \(~30\%\) of all possible edges being included into MI positive networks.

Henceforth, we report results only for PC positive and PC positive-negative networks at threshold of 0.95 and for MI positive networks at threshold of 0.975.

B. Topological properties of constructed networks

We study six topological properties of the networks of different types: the number of nodes, number of edges, size of the largest connected component, maximum diameter, average clustering coefficient, and average degree (Section II-C). Since topological trends are very similar for PC positive and PC positive-negative networks, except that PC positive-networks are slightly denser, in this section, we illustrate results for PC positive networks only. But all results hold for PC positive-negative networks as well. Then, we contrast results for PC positive networks against results for MI positive networks.

We find that in general there is a notable variability in topology of networks constructed in different ways, which could affect network-based clustering of images (Section III-C). Namely, PC networks tend to have more nodes than MI positive networks (Fig. 2), while MI positive networks tend to be denser than PC networks (Fig. 2). Also, with respect to the number of edges, in PC networks, different networks of a given size (in terms of the number of nodes) have very different numbers of edges (Fig. 2 (a)). On the other hand, in MI positive networks, different networks of a given size tend to agree more on their numbers of edges (Fig. 2 (b)). Similar trends are observed with respect to the average degree (results not shown). Further, largest connected components of PC networks of a given size tend to be smaller than components of MI networks of the same size (Fig. 2 (c) and (d)). That is, PC networks typically contain multiple connected components (Fig. 2 (c)), while in almost each MI network, all of the nodes are contained within the network’s largest (and thus only) connected component (Fig. 2 (d)).

Networks of different types have similar trends with respect to their diameters and average clustering coefficients. Diameters of all networks are relatively small and their clustering coefficients are relatively high. This is encouraging, as the observed behavior is typical for many real-world networks [3].

C. Network-based clustering of images

1) The effect of network construction and clustering parameters: With all combinations of different network construction and clustering parameters, we produce a total of 10,235 image partitions (Section II-D). That is, for each combination of network type (PC positive, PC positive-negative, and MI positive networks), clustering method (HIE and KM), distance measure (seven network-based measures and one non-network-based measure), and linkage method (single, complete, average, and weighted; only for HIE), we vary the desired number of clusters, \( k \), from 1 to 89 (Section II-D). Henceforth, we only focus on the best partition over all 89 \( k \)s, i.e., the partition that is the most similar to the AV “ground truth” partition in terms of Adjusted for chance Information Distance (AID; Section II-D4). There are 92 and 23 such partitions for HIE and KM, respectively. Of these, we focus only on partitions that are statistically significantly similar to the AV partition (\( p \)-value \( \leq 0.01 \); Section II-D4). There are 16 and nine such partitions for HIE and KM, respectively.

Given the “statistically significant” partitions, we evaluate the effect of the different parameters (network type, distance measure, and, for HIE, linkage) on the partition quality. For this, we ask, for each of the parameters, whether there is a single value of this parameter that “works” (i.e., produces “statistically significant” partitions) for all other parameter combinations. For example, we ask whether any of the three
network types works for all combinations of distance measures and linkages (for HIE). If the answer is yes, then we can safely discard all other values of that parameter without sacrificing quality of the results. However, if the answer is no, it would mean that the results are highly dependent on the parameter choice. In this case, we ask which parameter value is the “best” (i.e., works for the most combinations of the other parameters).

HIE. We determine performance of different network types, while fixing the choice of distance measure and linkage. PC outperforms MI (Table I). For the seven network-based measures, out of 28 possible distance measure-linkage pairs, PC positive-negative, PC positive, and MI positive networks work in six, three, and four cases, respectively. Also, for the NON distance measure, only PC works, while MI does not. Importantly, none of the network types works for all network-based distance measures, even when we ignore linkage; here, the best network type are PC positive-negative networks, which work for four of the seven measures. Interestingly, only PC positive-negative networks work for RGF-distance and Pearson correlation of degree distribution. On the other hand, all network types work for three linkages (complete, average, and weighted) when we ignore distance measure; but only PC positive-negative networks work for single linkage.

Next, we determine performance of different distance measures, while fixing the choice of network type and linkage. Common edges and the difference of average clustering coefficients are superior, producing “statistically significant” partitions for four out of 12 possible network type-linkage pairs. Contrary to our expectation that constraining measures of network similarity would work the best (Section II-D1), GDD-agreement and Pearson correlation of degree distributions do not produce any “statistically significant” partitions. That is, topologically “simpler” measures give better results that these constraining measures. Importantly, no distance measure works for all network types, even when ignoring linkage, nor for all linkages, even when ignoring network type. In particular, each distance measure works for either PC- or MI-based similarities; only common edges works for both PC positive and MI positive networks. Note that only the network-based measures work for MI, while the NON distance does not.

Finally, we determine performance of different linkages, while fixing the choice of network type and distance measure. Out of 21 possible network type-distance measure combinations for network-based measures and two possible combinations for the NON distance, average, complete, weighted, and single linkage work for six, five, three, and two of them, respectively. Each linkage works for all three network types when we ignore distance measure. On the other hand, no linkage works with all eight distance measures even when we ignore network type (or similarity measure for the NON distance). The superior linkage in this sense is average, which works for five out of the eight measures.

KM. Here, we study the effect of two parameters - network type and distance measure. Similarly as for HIE, PC generally works better than MI, with PC positive-negative networks demonstrating the best results. Regarding the choice of distance measure, the common edges measure works for all three network types, and also, the NON distance works for both response similarity measures. On the other hand, GDD-agreement, RGF-distance, and Pearson correlation of clustering spectra, the topologically constraining measures, again produce unexpected results (Section II-D1): they never lead to “statistically significant” partitions.

Summary. Our analysis suggests that the choice of network construction and clustering parameters affects the resulting partitions. Importantly, in general, there is no single choice of any of the parameters that works for all combinations of the other parameters. This is especially true for HIE. This implies that we still have to consider all statistically significant partitions and choose the best according to the desired criteria (Section II-D4). For the network research community, our study suggests the importance of considering various parameters instead of focusing on a single combination, unless there is a proper justification for that. Yet, our finding is not necessarily alarming, as even though different combinations of the parameters result in different “statistically significant” partitions, the majority of the partitions are actually statistically significantly similar to each other (with respect to AID).

The fact that we are able to construct statistically significant
partitions using a network-based approach implies that differences in physiological response patterns of subjects to various images captured by our approach are meaningful with respect to the AV “ground truth” partition. Also, the network-based partitions tend to fit the AV partition better than the NON-distance-based partitions (Table II), indicating that network analysis indeed can improve interpretation of the data.

We note that none of the “statistically significant” partitions ideally matches the AV partition, as their AID scores are above zero (Table II). A possible explanation could be the fact that we rely on the GSR signal, which is traditionally considered to be sensitive to changes in arousal [12], while the AV partition is based both on arousal and valence levels [11]. Another explanation could be the noisiness of the AV “ground truth” partition (Section II-A). And because of this noisiness in the “ground truth” data, we aim to answer whether our network-based partitions improve upon the AV partition, as follows.

2) Semantic analysis of image partitions: To further evaluate the quality of the “statistically significant” partitions and their potential improvement over the AV partition, we measure their semantic meaningfulness using LSA (Section II-D4). To be able to compare HIE and KM fairly, we remove redundant linkages for HIE: if the same combination of network type and distance measure produces “statistically significant” partitions for multiple linkages, we keep only the linkage with the lowest AID score. This leaves us with 17 “statistically significant” partitions: eight for HIE and nine for KM. And since the AV “ground truth” partition is also a partition of the image set, we measure its semantic meaningfulness using LSA as well.

Then, we ask whether our network-based partitions outperform in terms of LSA: 1) the AV partition and 2) the NON-based partitions. If so, that would mean that: 1) even though our partitions do not perfectly match the AV partition (but are still statistically significantly similar to it), they are more meaningful (according to LSA), and 2) they are more meaningful than the non-network based analysis of the same physiological data that we employed in our study. That is, this would further confirm the validity of our network analysis strategy in the context of affective physiological data.

Indeed, this is what we observe (Table II). While the LSA p-value for the AV partition is 0.261 (and thus non-significant), five of our partitions (four for HIE and one for KM) are significantly “meaningful” in terms of LSA. Importantly, all of them are network-based. This confirms that network analysis can improve interpretation of physiological data.

IV. Conclusions

We use a network approach to study affective physiological data. Namely, we model images as networks and group images with similar network topologies. We perform a systematic analysis of the effect of different network construction and clustering parameters, concluding that the choice of each parameter can affect the results. For network inference and clustering communities, this highlights the importance of considering various strategies. Nonetheless, we show that via network analysis we can construct image partitions that are statistically significantly similar to the “ground truth” partition, while at the same time they improve it. Importantly, we show that such a result cannot be obtained via a non-network-based analysis of the same data. Thus, viewing affective physiological data through a network lens can improve analysis of the data.

We introduce a framework for systematic network analysis of human physiological responses. There are several future extensions of our research. A next step could be to identify communities of individuals with respect to their (dis)similarities in physiological responses to affective stimuli and to investigate whether these communities can be discriminated on the basis of trait-based individual differences (e.g., personality factors, distress tolerance, generalized anxiety, etc.). Also, while our data is based on 18 subjects, studying more subjects would make the results more generalizable. While we construct image networks modeling similarities between responses of different individuals to a given image, one can also construct subject networks, modeling similarities between responses of a given subject to different images, which could give complementary insights. While we use a threshold-based approach for network construction, alternative approaches, e.g., extraction of a minimum spanning tree [34] or elimination of spurious edges (e.g., [35]), can be used. While we focus on GSR signals, our framework can be applied to other signals, e.g., ECG or EMG, which would allow to study relationships between different physiological channels. This could lead to the ultimate goal of understanding how different emotions are manifested in physiological signals both within and across individuals.
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the more similar the given partition to the AV partition. All AID scores are statistically significant at the 0.01 level. The lower the LSA p-value, the more semantically meaningful the partition. For each clustering method (Hierarchical and average linkage, complete linkage, weighted linkage, and single linkage), partitions are listed in the increasing order of their AID scores. Partitions with LSA p-value lower than 0.01 are shown in bold.

<table>
<thead>
<tr>
<th>GSR signal similarity measure/Network type</th>
<th>Clustering method</th>
<th>Distance measure</th>
<th>AID score</th>
<th>LSA p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC positive</td>
<td>Hierarchical, average linkage</td>
<td>Common edges</td>
<td>0.887</td>
<td>0.023</td>
</tr>
<tr>
<td>PC, non-network-based</td>
<td>K-medoids</td>
<td>NON distance</td>
<td>0.923</td>
<td>0.232</td>
</tr>
<tr>
<td>MI positive</td>
<td>Hierarchical, average linkage</td>
<td>Common edges</td>
<td>0.924</td>
<td>0.001</td>
</tr>
<tr>
<td>MI positive</td>
<td>K-medoids</td>
<td>Difference of average clustering coefficients</td>
<td>0.929</td>
<td>1.72E-10</td>
</tr>
<tr>
<td>PC positive</td>
<td>K-medoids</td>
<td>Pearson correlation of degree distributions</td>
<td>0.934</td>
<td>9.58E-07</td>
</tr>
<tr>
<td>MI, non-network-based</td>
<td>K-medoids</td>
<td>Difference of average diameters</td>
<td>0.940</td>
<td>0.013</td>
</tr>
<tr>
<td>MI, non-network-based</td>
<td>K-medoids</td>
<td>Difference of average clustering coefficients</td>
<td>0.944</td>
<td>0.203</td>
</tr>
<tr>
<td>MI positive</td>
<td>K-medoids</td>
<td>NON distance</td>
<td>0.962</td>
<td>0.123</td>
</tr>
<tr>
<td>MI positive</td>
<td>K-medoids</td>
<td>Difference of average clustering coefficients</td>
<td>0.910</td>
<td>0.008</td>
</tr>
<tr>
<td>MI positive</td>
<td>K-medoids</td>
<td>Common edges</td>
<td>0.929</td>
<td>0.051</td>
</tr>
<tr>
<td>MI positive</td>
<td>K-medoids</td>
<td>Common edges</td>
<td>0.932</td>
<td>0.065</td>
</tr>
<tr>
<td>MI positive</td>
<td>K-medoids</td>
<td>Difference of average clustering coefficients</td>
<td>0.935</td>
<td>0.416</td>
</tr>
<tr>
<td>MI, non-network-based</td>
<td>K-medoids</td>
<td>NON distance</td>
<td>0.939</td>
<td>0.403</td>
</tr>
<tr>
<td>MI, non-network-based</td>
<td>K-medoids</td>
<td>Difference of average diameters</td>
<td>0.941</td>
<td>0.526</td>
</tr>
</tbody>
</table>

TABLE II: Quality of the “statistically significant” image partitions with respect to AID score and LSA p-value. The lower the AID score, the more similar the given partition to the AV partition. All AID scores are statistically significant at p-value threshold of 0.01. The lower the LSA p-value, the more semantically meaningful the partition. For each clustering method (Hierarchical and average linkage, complete linkage, weighted linkage, and single linkage), partitions are listed in the increasing order of their AID scores. Partitions with LSA p-value lower than 0.01 are shown in bold.


