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INTRODUCTION

In the past decade research on affect-sensitive learning environments has emerged as an important area in Artificial Intelligence in Education (AIEd) and Intelligent Tutoring Systems (ITS) [1-6]. These systems aspire to enhance the effectiveness of computer mediated tutorial interactions by dynamically adapting to individual learners' affective and cognitive states [7] thereby emulating accomplished human tutors [7,8]. Such dynamic adaptation requires the implementation of an affective loop [9], consisting of: (1) detection of the learner's affective states, (2) selection of systems actions that are sensitive to a learner's affective and cognitive states, and sometimes (3) synthesis of emotional expressions by animated pedagogical agents that simulate human tutors or peer learning companions [9,10].

The design of affect-sensitive learning environments is grounded in research that states that the complex interplay between affect and cognition during learning activities is of crucial importance to facilitating learning of complex topics, particularly at deeper levels of comprehension [11-17]. Within this research, one particular area of interest is concerned with the ways in which human tutors detect and respond to learners’ affective states: robust detection of learners’ affect is critical to enabling the development of affect-sensitive ITSs. In this chapter we will examine the state-of-the-art methods by
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which such detection can be facilitated. In particular, we examine the issues that arise from the use of supervised machine learning techniques as a method for inferring learners’ affective states based on features extracted from students’ naturalistic interactions with computerized learning environments. Our focus is on general methodological questions related to educational data mining (EDM) with an emphasis on data collection protocols and machine learning techniques for modeling learners’ affective states. We present two case studies that demonstrate how particular EDM techniques are used to detect learners’ affective states based on parameters that are collected during learners’ interactions with different learning environments. We conclude with a critical analysis of the specific research outcomes afforded by the methods and techniques employed in the case studies that we present.

I. BACKGROUND

There is an increasing body of research that is concerned with identifying the affective states that accompany learning and devising ways to automatically detect them during real interactions within different educational systems. [18-24].

Different approaches to detecting affect focus on monitoring facial expressions, acoustic-prosodic features of speech, gross body language, and physiological measures such as skin conductivity or heart rate monitoring. For extensive reviews the reader is referred to [25-31]. Another approach involves an analysis of a combination of lexical and discourse features with acoustic-prosodic and lexical features obtained through a learner’s interaction with spoken dialogue systems. A number of research groups have reported that appending an acoustic-prosodic and lexical feature vector with dialogue features results in a 1-4% improvement in classification accuracy [32-34]. Whilst these approaches have been shown to be relatively successful in detecting affective states of the learners,
some tend to be quite expensive and some of them can be intrusive and may interfere with the learning process.

An interesting alternative to physiological and bodily measures for affect detection is to focus on learners’ actions that are observable in-the-heat-of-the-moment, i.e. at the time at which they are produced by the learner in the specific learning environment [6]. One obvious advantage of referring to these actions is that the technology required is less expensive and less intrusive than physiological sensors. Furthermore, by recording learner’s actions as they occur it is possible to avoid imposing additional constraints on the learner (i.e. no cameras, gloves, head gear etc.), thereby also reducing the risk of interference with the actual learning process and it somewhat alleviates the concern that learners might disguise the expression of certain negative emotions.

In this chapter we present two case studies which differ from the previous research in that we focus on interaction logs as the primarily means to infer learner affect. The first study considers a broad set of features, including lexical, semantic, and contextual cues, as the basis for detecting learners’ affective states. The second case study employs an approach that relies only on student actions on the interactive feature of the environment such as hint or information buttons to infer learner affect.

The following section discusses general methodological considerations behind these two approaches before presenting the two case studies in more detail.

II. METHODOLOGICAL CONSIDERATIONS

One of the most important considerations when attempting to detect affect from interaction features is the context in which the data are collected. Ideally, a study through which such data is collected would achieve high ecological validity, i.e. it should approximate the situation under which the results are
expected to generalise [35]. It is also desirable that studies of learners’ affect would involve learners who are familiar with a specific learning environment, who can use the environment in their own time and location over an extended period of time, and who have real learning objectives in relation to the domain under investigation. While achieving ecological validity is desirable in many studies, it is essential in any investigation of human affect. Context influences affective states, hence, modelling the contextual underpinnings of learners’ affective experiences is critical to obtaining valid and generalizable research results [35-38].

However, such flexibility and familiarity with both the domain and the environment is not always possible given the requirements of the data mining techniques currently available. For example supervised learning, the most widely used data mining technique, requires training based on labeled instances (also referred to as ground truth) in order to relate affect categories to the interaction parameters and bodily and physiological channels. Collecting these affect labels requires a compromise on ecological validity. We illustrate this issue by examining the two main methods used to collect affect labels.

The first method involves concurrent reports of affective states provided either by the learners themselves (self-report) or by external observers (e.g. tutors or peer students). For example, [39] implemented an emote-aloud protocol that allowed for the collection of self reports in real time while students are interacting with AutoTutor, an Intelligent Tutoring System (ITS) with conversational dialogue [40]. The emote-aloud procedure is a modification of the think-aloud procedure [41], which involves participants talking about their cognitive states and processes while working on tasks that require deeper cognitive engagement, such as solving problems [41] or comprehending text [42]. Emoting-aloud involves participants verbalising their states on a moment-by-moment basis while interacting with a learning environment, except that the verbalizations are of affective rather than
cognitive states and processes. A similar technique during a computer-mediated tutorial for recording tutors’ annotations of learner’s affect was employed in [6]. Online affect judgments by observers, such as observations of students’ in a classroom environment [43], can provide an alternative to self reports.

The second method is to employ a retrospective affect judgment protocol as an offline measure of learners’ affect [44] Specific techniques might involve students watching replays of their interactions with a learning environment in order to report on their affective states [e.g., 45]. A more elaborate example is provided in [39] where videos of participant’s face and computer screen were synchronized and displayed to the learners after the tutoring session with AutoTutor in order to enable them to make judgments on which affective states were present at various points in the session. In addition to self-reports retrospective post-task annotations can involve peers and/or tutors in walkthroughs on replays of learners’ interactions. For example, in [46] experienced tutors were asked to annotate replays of students’ interactions with a web-based interactive learning environment, while [47] used an untrained peer and two trained judges to obtain affect labels. Alternatively, it is also possible to annotate for affect appropriate log files [24].

The methods listed above have their possible advantages and disadvantages. The reader is referred to [46,48], where these are discussed in detail. The rest of this chapter presents two case studies that demonstrate the use of data-collection methodology and data mining techniques.

III. CASE STUDIES

A. Detecting Affect from Dialogues with AutoTutor

1. Context

This case study is derived from a larger project that aspires to integrate state of the art affect sensing devices into an existing ITS called AutoTutor [40]. AutoTutor is a fully automated computer tutor that
helps students learn Newtonian physics, computer literacy, and critical thinking by presenting challenging problems (or questions) that require reasoning and explanations in the answers. AutoTutor and the learner collaboratively answer these difficult questions via a mixed-initiative dialogue that is dynamically adaptive to the cognitive states of the learner.

The AutoTutor research team is currently working on a version of AutoTutor that is sensitive to the affective as well as the cognitive states of the learner [5]. The affective states being tracked are boredom, engagement/flow, confusion, frustration, and delight. These were the most prominent affective states that were observed across multiple studies with AutoTutor and other learning environments [39,49,50].

2. Mining Dialogue Features from AutoTutor’s Log Files

The data analysis described here was conducted on a corpora obtained by conducting two studies where learners’ affective states and dialogue patterns were recorded during interactions with AutoTutor. The first study [39] implemented an emote-aloud protocol with seven participants. The second (\(N = 28\)) implemented an offline retrospective affect judgment protocol where the affect judges were the participants, an untrained peer, and two trained judges. In both studies participants were tutored on computer literacy topics (hardware, internet, and operating systems) with AutoTutor.

Several features from AutoTutor’s log files were mined in order to explore the links between the dialogue features and the affective states of the learners. These features included temporal assessments for each student-tutor turn such as the \textit{subtopic number}, the \textit{turn number}, and the student's \textit{reaction time} (interval between presentation of the question and the submission of the student’s answer). Assessments of response verbosity included the \textit{number of characters} (letters, numbers) and \textit{speech act} (that is, whether the student’s response was a contribution towards an answer versus a frozen expression, e.g., “I don’t know, “ “Uh huh”). The conceptual quality of the student’s response was evaluated by Latent
Semantic Analysis (LSA) [51]. LSA is a statistical technique that measures the conceptual similarity of two text sources. LSA-based measures included a *local good score* (the conceptual similarity between the student’s current response and the particular expectation, i.e. ideal answer, being covered) and a *global good score* (the similarity of set of student responses to a problem and the set of expectations in a good answer). Additionally, changes in these measures when compared to the previous turn were also included as the *delta local good score* and the *delta global good score*. AutoTutor’s major dialogue moves were ordered onto a scale of conversational *directness*, ranging from -1 to 1, in terms of the amount of information the tutor explicitly provides the student. AutoTutor’s short *feedback* (negative, neutral negative, neutral, neutral positive, positive) is manifested in its verbal content, intonation, and a host of other non-verbal cues. The feedback was aligned on a 5 point scale ranging from -1 (negative) to 5 (positive feedback).

3. **Automated Dialogue-Based Affect Classifiers**

Statistical patterns between the affective states and dialogue features are extensively discussed in previous publications [39,52]. For example, boredom occurs later in the session (high subtopic number), after multiple attempts to answer the main question (high turn number), and when AutoTutor gives more direct dialogue moves (high directness). The focus of this chapter is on the accuracy by which several standard classification algorithms could individually distinguish each affective state from neutral (no affect) as well as collectively discriminate between the affective states. The classification algorithms tested were selected from a list of categories including Bayesian classifiers (Naive Bayes and Naive Bayes Updatable), functions (Logistic Regression, Multilayer Perceptron, and Support Vector Machines), instance based techniques (Nearest Neighbor, K*, Locally Weighted Learning), meta classification schemes (AdaBoost, Bagging Predictors, Additive Logistic Regression), trees (C4.5 Decision Trees, Logistic Model Trees, REP Tree), and rules (Decision Tables, Nearest Neighbour
Generalization, PART).

Machine learning experiments indicated that classifiers were moderately successful in discriminating the affective states of boredom, confusion, flow, frustration, and neutral, yielding a peak accuracy of 42% with neutral (chance = 20%) and 54% without neutral (chance = 25%). Individual detections of boredom, confusion, flow, and frustration, when contrasted with neutral, had maximum accuracies of 69%, 68%, 71%, and 78%, respectively (chance = 50%). These results support the notion that dialogue features is a reasonable source for measuring the affective states that a learner is experiencing. Comparisons among the different types of classifiers indicated that functions, meta, and tree based classifiers were similar quantitatively and yielded significantly higher performance than the other categories. Classification accuracy scores for the instance-based learning were significantly lower than the other five classifier categories. Bayesian classifiers outperformed rule based classification schemes. In general AdaBoost, logistic regression, and C4.5 decision trees yielded the best performance.

B. Case Study 2: Predictive Modelling of Student-Reported Affect from Web-Based Interactions in WaLLiS

1. Context
This case study is derived from a research project aiming at the enhancement of an existing web-based intelligent learning environment (WaLLiS [53]) with low-cost capabilities for affect detection and affect-sensitive responses. For a brief description of WaLLiS see also Chapter x, this book.

One of the aims of the research described here was to develop a methodology particularly suited for investigating affective factors under ecologically valid situations. In response to a desire to record
data under the most realistic conditions, and because of the difficulty of conducting emote-aloud protocols at students’ homes, retrospective walkthroughs with students and tutors were conducted. A representative sample of 18 students was obtained out of 209 students who were already familiar with WaLLiS. These students were using the system at their own time and location, while they were studying for a real course of their immediate interest. The sample was selected on the basis of disproportionate stratified random sampling [54] and included students with different mathematical abilities and awareness of their own abilities.

Similar to the previous case study, data was collected from two studies, one with students retrospectively reporting on their own affect and one with tutors watching replays of students’ interactions. Only the first study collected substantial amount of data to conduct a machine-learning analysis. The second met significant difficulties, because, in the absence of other information (e.g. participants’ face) tutors found it very difficult to provide judgments of students' affect. Hence, this study was only used for qualitative analysis and to validate the models derived from the machine learning procedures as described below.

2. Machine learned models from student-system interactions

Similarly to the Case Study 1, comparisons of different machine learning techniques were performed. The overall aim of this research was to: a) derive hypotheses for future research and b) enable triangulation of the results with a qualitative analysis of the students’ and tutors' walkthroughs. For this reason decision trees were chosen as the classification method. This choice was motivated by the fact that decisions trees are relatively inspectable and afford easy comparison and consolidation of derived models.

Separate models were derived for each affective factor rather than, as is usually the case, relying
on one model that would predict all the factors. Accordingly, the machine-learning algorithm is
presented with pre-processed vectors (instances) automatically constructed from the raw data by an
extraction tool that matched the timestamps of contextual factors (correctness of answer, question
difficulty, time spent) with the corresponding student’s report. These vectors consist of
the contextual factors as features and a nominal class that encodes students’ reports. In the case of the affective factors
the values are binary indicating presence of absence of frustration, boredom, confusion. For confidence, interest, and effort the class takes values that depict the relative change of each factor: decrease, increase and extreme_decrease, extreme_increase.

Due to the limited size of the data, the majority of the reported affective characteristics pertain to
the confidence and effort factors and therefore the machine learning analysis exclusively focused on
these two factors.

As mentioned above, there was an explicit attempt to take into account the history of students’
actions. History is represented as a vector, the elements of which encode the number of times that each
type of action (e.g. a hint) occurred in a time window. This window spans back to the last change of the
factor under investigation or (if it has not recently changed) to the start of the relevant situation or
exercise.

Space constraints prevent us from discussing all the results that constitute the rules and future
hypothesis that were derived from the decision trees. These are discussed in detail in other publications
[45,46]. Here, we use confidence as an example to depict the methodology and the type of results that
were obtained.
Figure 1. Graphical representation of the decision tree for confidence. Each node represents an attribute and the labels on the edges between nodes indicate the possible values of the parent attribute. Following a path from root to a leaf results in a rule that shows the value of the factor over the values of the attributes in the path. The numbers in brackets next to the designated class indicate the number of instances correctly classified by this rule over the misclassified ones. Nodes with layers (e.g. node a) originate from a history vector. For example AnswerIncorr > 2 shows that in the relevant time window more than two incorrect answers were provided by the student.

In total there were 289 reports in relation to confidence; these comprise set A. Running the algorithm on this set of data leads to biased rules since it contains only instances where changes in affective states are reported. It is important, however, to train the model with instances of the same patterns where there are no changes to the affective characteristics. Therefore, we extracted the instances (249 in total) where the same actions as these of set A occurred but were not associated with a particular report; these comprise set B. Figure 1 shows a graphic representation of the tree resulting from the merged sets of instances with attributes action, difficulty, student ability, last answer, last feedback, time, and the history vector. As an example, the rules associated with the confirm answer action of students are described. The tree suggests that when students confirm an incorrect answer (node a) after having previously requested at least one hint, their confidence decreases (leaf b). If no hints were requested leaf (c) suggests that if they previously had many (more than two) incorrect answers then they
report that their confidence decreases (the two misclassified instances in leaf c are of an extreme
decrease). Otherwise it seems that the outcome depends on students’ previous knowledge, the difficulty
of the question, and the necessity of the help request (node d).

The rest of the tree can be interpreted in a similar fashion. For example, the rule associated with
node (e), where students are requesting hints after submitting a wrong answer shows that students’
reports vary depending on whether or not their previous answer was partially correct. A closer
inspection of the rule suggests that in situations where the students provided a partially correct answer
and where the system responds to such an answer with negative feedback, the students’ confidence level
tends to drop. This is particularly the case for students who do not spent sufficient time to read and
interpret the hints provided by the system (node f).

Overall, with the addition of history in the vector, cross-validation performed in the decision tree
for confidence indicated that the tree correctly classified 90.91% of the cases (Kappa=0.87). Accuracy
for effort was 89.16%, Kappa=0.79; these can be considered as satisfactory results. Although, in this
case, the addition of history did not improve the results significantly, such information can be very
useful in situations like open-learner modeling where it would be important to communicate to the
student the rationale behind the systems’ decisions.

The results demonstrate that rule induction provides a mechanism for deriving a predictive
model in the form of rules that is based on students’ actions with the system. Most of these rules are
intuitive but defining them by hand would have required a thorough, operational understanding of the
processes involved, not easily achieved by experts in the field. Although the process for collecting data
was time consuming and led to small amount of unequivocal rules, the methodology and machine
learning method is generalisable to different situations resulting in at least hypotheses about rules that
can guide the design of future studies.
IV. DISCUSSION

The case studies presented in this chapter demonstrate the benefits of using EDM techniques to monitor complex mental states in educational settings. They also identify several important challenges for the EDM field, particularly in relation to the prediction of learner affect. We highlighted different methods for collecting and annotating data of students’ interaction, the importance of ecological validity, as well as the difficulty of achieving it. Several chapters in this book provide examples of the types of analysis and research that recently has become possible owing to the availability of data from systems integrated in real pedagogical situations. However, compared to other applications of EDM, affect prediction from data introduces additional challenges to the ones faced when investigating, for example, the effects of the interaction in learning.

Although supervised learning approaches require a measure of ground truth in the phenomenon being predicted, additional challenges arise in affect measurement. We discussed the need for employing data that are representative of the behavioural evidence to which an ITS has runtime access. However, affect is a psychological construct that is notoriously difficult to measure since human judgments of affect are often vague, ill-defined, and possibly indeterminate. Self-reports, commonly used to elicit such judgments, also present a number of possible problems, such as the bias of subjectivity resulting from the fact that each affective characteristic may have a different meaning for different learners. Therefore, it is important to look at protocols that extend beyond self reports for monitoring affective states. For example in case study 1, the video recordings of learners' facial expressions and the dialogue cues enabled the judges to make more informed ratings. Furthermore, reliable physiological sensors can also be employed. Although this may involve violating the ecological validity principle, it may be necessary for deriving models that can be introduced and evaluated subsequently in more ecologically valid situations.
Another important consideration comes from the use of qualitative methods for data-collecting. These often result in limited and sparse data. Therefore, it is common to employ cross-validation to assess the quality of the predictive method. Since any evaluation influences the validity of the results, the stratified cross-validation that is typically employed in the field could benefit from being performed in a way that takes into account that we are dealing with educational data. The ‘off-the-shelf’ methods for cross-validation could potentially introduce biases in the evaluation by including instances of the same learner in both the training and testing sets. Although in some cases this is not a problem, in situations where the nature of the predicted class can be affected by latent inherent characteristics of the learner (such as affective traits or prolonged mood states), the evaluation can be biased.

Furthermore, instead of ‘blindly’ evaluating a model’s performance in relation to existing data, cost-sensitive classification [55] can provide more practical results. That is, instead of assuming equality between the costs of false positives and false negatives, it may be worth taking into account the cost of misclassifications. For example, [45] describe the use of such an approach based on rules derived from experts who evaluated the effect of false positives for a model of confidence prediction in various situations. The estimated ‘cost’ is then employed at prediction time to inform the pedagogical decisions of the system. Having a cost function also enables the implementation of algorithms that take the cost into account during learning, thus leading to a model that is optimized with respect to the cost of the adaptive decisions taken rather than just against the data available alone.

A related question refers to the extent to which valid affect diagnosis facilitates adaptation of tutoring. Further research should investigate methodologies that incorporate several of the protocols described in this chapter simultaneously, to enable a sufficient degree of convergent validity in affect measurement [48]. To this effect, [6,46] discuss various attempts to take into account the perspective of the tutor. Similarly, [56] recruited two trained teachers to provide judgments of learners’ affective
states, while [52] used pedagogical experts to recommend strategies to regulate learners’ affective states.

While the results of those attempts are encouraging, the development of research protocols to collect tutors' inferences is not trivial. One difficulty lies in the assumptions made about immediacy and accuracy of human reasoning [57]. To date, most efforts in the field assume that tutors respond to observable actions of the learners, thus making actions the critical features for analysis. However, as a related analysis in [6] shows this is not always true; there are many cases where tutors accumulate evidence over a series of actions. In addition, there is sometimes anticipatory behavior that is not easily captured or directly perceivable from observable actions. Case study 2 provides a first step towards taking history of a tutorial interaction into account, but further investigation reveals that even the antecedent values of reported factors also play a role in tutors’ diagnosis – even for the same sequence of events, tutors’ actions (and their subsequent verbalizations and reports) are affected by values reported earlier for the same factor [46].

A possible solution that is emerging is to compare, aggregate and consolidate models developed from different sources of data (e.g. self-reports and peer or tutor reports). On the one hand, learners are a more valid source of evidence for reporting their own affective states such as their level of confidence, than the tutors. On the other hand, tutors may be better suited than the learners to judge learners’ boredom or effort as well as to report on how such judgments can be used to support learning. Actor-observer biases may also play an important role in the judgments of fuzzy, vague, ill-defined constructs such as affective states. Learners might provide one set of categories by attributing their states to situational factors, while observers (peers and trained judges) might make attributions to stable dispositional factors, thereby obtaining an alternate set of categories [58].

Despite these qualifications, examples of how to derive models from different sources of data, can be found in [6] where different branches of decisions trees are manually aggregated. Similar
examples appear in [50]. If done using automatic methods, this approach has the potential to increase the precision of the models generated. The issue of automatically aggregating models automatically has been investigated in detail in the field of data mining [59,60]. In addition, the need to consider and merge different perspectives resembles the emerging requirements behind reconciling models in the field of ontologies e.g. [61,62]. Insights of how this could be achieved appear in [63]. A particularly relevant example is the work presented in [64] where a user’s and an expert’s conceptual model are compared. Developing formal ways to perform such measurements is necessary to enable the reduction of the bias introduced by researchers’ intuitions.

V. CONCLUSIONS

As illustrated by the case studies, monitoring students’ interaction parameters can provide a cost-effective, non-intrusive, efficient, and effective method to automatically detect complex phenomenon such as the affective states that accompany learning. However, several methodological issues emerged and were discussed in this chapter. One important aspect to consider was the context of data collection and the inevitable interference created by affective labels collection. Another important issue that was flagged is students' familiarity with the learning environment and their goals when using it. Finally, two methods of monitoring affective states were described and employed in the case studies: a) real-time measurements by means of emote-aloud protocols or observations and b) retrospective affect judgment by participant and/or tutors.

Although the studies used specific systems and measured certain affective states, the methodology for data collection and the machine learning methods employed are generalisable and could serve as guidance for the design of other studies. However, several important questions still remain. There is the question of how these features can be coupled with the bodily measures such as facial features, speech contours, and body language, as well as physiological measures such as galvanic skin response, heart rate, respiration rate, etc. Detection accuracies could be increased by implementing hybrid models and consolidating their outputs. There is also the question of how computer tutors might adapt their pedagogical and motivational strategies to be responsive to assessments of learners' affective
and cognitive states to heighten engagement and optimize learning gains. The accuracy as well as the type of response has to be interpreted in the context of the likely educational consequences of incorrect predictions. It is clear that although computer tutors that respond in this fashion represent a significant advance over ITSs that are mere cognitive machines; these advances await further research and technological development.
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